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Abstract: The goal of this work is to automatically analyze the emotional status of speakers, 

in human-human interactions, carried out in TV debates, where controversial topics are often 

presented. Human observers provide their perception about the emotional status associated 

to the interventions of the participants. An analysis of the resulting annotation was carried 

out by using different models for representing the emotions. The obtained labeled corpus was 

used to build an automatic system capable of detecting the emotional status associated to 

each acoustic signal, making use of the deep learning paradigm. The use of a corpus, where 

the real emotions that appear in a Spanish TV debate (with subtleties and often closer to 

neutrality than acted ones), are represented is crucial for learning models properly. In fact, 

although the level of accuracy depends on the problem complexity and the model employed 

for representing the emotional status, F1 scores of 0.7 were attained. 
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1 Introduction 

Affective computing has become a very interesting research area for scientific 

community, due to, inter alia, its potential capability to change the way in which 

human-machine, or even human-human, interaction is carried out. It is related to 

the idea of cognitive processes working together with ICT applications in order to 

take benefit of each other and go beyond their isolated capabilities [1] [2]. 

One of the goals of affective computing is to use the linguistic analysis of human-

human interactions to detect the emotional status of human beings interacting 

together. In this work, we focus on the development of a system that can detect 

emotions from the speech extracted from a video recording. Speech can be defined 

as human vocal communication using language and it is inseparably intertwined 

with the emotional status during the cognitive process in human communication. 
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Furthermore, it seems to be a good indicator of depression [3], very related to the 

emotional status, or even Parkinson’s disease [4]. 

Many works in the literature, that deal with emotional status identification from 

video, consider a reduced set of acted emotions [5] [6] [7]. Specifically, the basic 

set of emotions defined by Eckman [8] are usually employed when dealing with 

facial expression. In this way, a considerable amount of labeled data can be obtained 

in order to train machine learning algorithms with a limited effort. Moreover, 

corpora can be reused and the results obtained with different models can be easily 

compared to each other. However, the emotions that can be found in real scenarios 

are pretty different. In fact, the surface realizations of the underlying spontaneous 

emotions are different to those associated to acted emotions [9] [10], which 

complicates the direct application of the results of the investigations carried out with 

acted emotions as well as the use of acted data for training purposes. Furthermore, 

the set of emotions that appear in each specific real scenario is very task dependent 

and, thus, also the related automatic detection is. For example, the goal may just be 

to recognize anger through a simple anger/no anger classification in call centers [11] 

or to identify annoyance activation levels [12] [13] in customer assistance calls. 

In this work the emotion detection is tackled in a specific scenario, where human-

human interaction is carried out within the framework of a TV show. It is worth 

noting that TV shows are broadcasted for the general public and its semi-

institutional character framed with specific roles, such as moderator and guest, 

affect the set of emotions that are expressed as well as their intensity. 

On the other hand, research works on emotions have established that ordinary 

communication involves a variety of complex feeling states that cannot be 

characterized by a reduced set of categories, which does not cover the wide range 

of affect states. Therefore a number of researchers [14] [15] propose a dimensional 

representation [16] where each affect state is represented by a point in a two-

dimensional space, namely valence and arousal, which some authors extend to three 

by also considering dominance. 

An additional point to take into account when regarding spontaneous emotions is 

the labelling procedure, given that the current emotion of a speaker cannot be 

unequivocally established. In fact, the emotional label assigned by a speaker to his 

own utterance might differ to the one assigned by a listener to the same utterance, 

being the first one closer to the current emotion [17]. However the speaker self-

annotation is not usually a realistic approach. As a consequence, the annotation of 

utterances in terms of spontaneous emotions is generally carried out through 

perception experiments, which are based on the particular judgement of every single 

annotator. Therefore, the disagreement among annotators as well as the distance 

between the emotion expressed and the emotion perceived can be significant.            

In contrast, if emotions are expressed by professional actors, or just elicited, then 

the annotation procedure is not required [18]. Thus, the generated emotion is always 

labelled by the intent of the actor. Finally, it is relevant to note, that the emotion 
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perception and representation is very dependent on sociocultural aspects [19] [20] 

[21] [22]. Thus, another drawback in the labelling procedure might be the 

sociocultural differences among the annotator and the speaker that could lead to a 

low quality annotated corpus. 

The previous framework shows spontaneous emotions generated and perceived to 

be very dependent of a variety of factors that make every data analysis and every 

automatic recognition task challenging and difficult for comparison. In this context, 

the main contributions of this work can be summarized as follows. 

 An emotional analysis of the human behavior, from the perspective of 

external observers that listen to the acoustic signals, by making use of two 

different models for representing the emotional status. 

 An emotionally labeled corpus where spontaneous emotions given in the 

scenario of interest, instead of acted ones, can be found. Let us note that 

machine learning algorithms need corpora where the intensity and the set of 

emotions match the involved task, in order to successfully learn the 

representation of these subtle emotions. 

 An automatic system capable of successfully carrying out emotional status 

detection for the specific task we are dealing with, that was built using the 

deep learning paradigm along with the aforementioned corpus. 

This work is organized as follows. Section 2 provides the description of the data of 

interest, the specific task and corpus, the different models employed to represent the 

emotional status and the annotation procedure. In Section 3, the analysis of the data 

is carried out with regard to the two models employed for emotional status 

representation and the relations among them. Section 4 provides a brief description 

of the employed feature sets and Section 5 summarizes the regression and 

classification experiments carried out with the corresponding neural network 

architectures. Section 6 discusses the Experimental Results and finally, Section 7 

provides Conclusions for this work. 

2 Describing the Data 

In this section the data used in this work are presented: the task is described, the 

models employed for representing emotions are defined and the data annotation 

procedure is detailed. 

2.1 Task and Corpus 

In this work the data were extracted from La Sexta Noche Spanish TV program.      

In this weekly broadcasted show, hot news of the week are addressed by using social 

and political debate panels, led by two moderators. There is a very wide range of 
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talk-show, guests (politicians, journalists, etc.) who analyze, from their perspective, 

social topics using Spanish language. Their interventions are mixed with edited 

videos and research reports. People in the set can give their opinion about the topics 

on the table and also people following the program at home using social networks. 

Given that the topics under discussion are usually controversial it is expected to 

have emotionally rich interactions. However, the participants are used to speak in 

public so they do not lose control of the situation and even if they might overreact 

sometimes, it is a real scenario, where emotions are subtle. This makes a great 

difference from scenarios with acted emotions as shown in [23]. Thus, it is very 

important to have a corpus consisting of real data related to the task we are dealing 

with in order to be able to train robust models which will represent emotional status. 

In order to build the corpus, La sexta Noche programs broadcasted during the 

electoral campaign of the Spanish general elections in December 2015 were 

selected. This corpus was developed by a consortium of Spanish Universities under 

the umbrella of AMIC, “Affective multimedia analytics with inclusive and natural 

communication” project [24]1. 

Acoustic signals were extracted from the TV shows videos and then segmented into 

clauses. A clause can be defined as “a sequence of words grouped together on 

semantic or functional basis” [25] and it can be considered that the emotional status 

does not change inside a clause. Therefore, in this work the clause is used as the 

working unit. An algorithm that considered silences and pauses, as well as the text 

transcriptions, was designed to identify the utterances compatible with clauses 

(Algorithm 1). It provided audio chunks from two to five seconds long, assuming 

that they match with the aforementioned clauses. Using this algorithm acoustic 

signals extracted from the TV programs were segmented into chunks.                      

This procedure provided a set of 5500 audio chunks that were used as our data set. 

These chunks can correspond to any section of the program (including 

advertisements) in which people are speaking, either moderator of the show, guests, 

audience or all of them. However, most of the chunks correspond to the guests 

or/and the moderator. Later, within the labelling procedure (see questionnaire in 

Section 2.2), the annotators are asked to indicate whether the audio is correct, there 

is a high overlapping between the speakers, it corresponds to and advertisement or 

whether it has other issues. Thus, 1382 audios that did not correspond to “correct 

audios” were removed and only the remaining 4118 were used. Regarding the 

speaker features, the gender distribution in this set was 30% females and 70% male, 

with a total number of 238 different speakers and the age of them ranges from 35-

65. 

                                                           
1 ATRESMEDIA, producer and owner of the copyright of LaSextaNoche 

program’s contents, provided the consortium with the rights to use the audio files only 

for research purposes. 
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2.2 Emotional Status from Acoustic Signals 

The representation of the emotional status can be carried out using different models 

according to the Affective Computing literature. One popular approach involves the 

use of a categorical representation, in which emotions consist of discrete labels, 

such as boredom, frustration, anger, etc. [26] [27]. An alternative approach 

emphasizes the importance of the fundamental dimensions of valence and arousal 

in understanding emotional experience [28]. They are postulated as universal 

primitives in [28] and the feeling at any point on this two-dimensional space is 

called core affect. Other researchers have found “dominance”, a third dimension, 

important to represent emotional phenomena [29], particularly in social situations. 

For this work we used the set of categories of interest based on the selection 

provided in [30]. Then, it was adapted to the specific features of the task.                   

For instance, Sad was not included since it is not expected to appear in political 

debates. With regard to the dimensional model the three dimensions were 

considered Valence, Arousal and Dominance (VAD). 

The data set was annotated in terms of emotions to achieve a labeled corpus.           

The intrinsically subjectivity of the task makes it difficult to get a ground truth for 

the emotional status associated with an audio chunk using either categorical or 

dimensional model. One way to deal with this problem is to carry out expert 

annotations. However, according to some works, like the one presented in [31], the 

idea of a single correct truth is antiquated in determined contexts and needs to be 

disrupted. They propose to use crowd truth, that is based on the intuition that human 

interpretation is subjective, and that measuring annotations on the same objects of 
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interpretation across a crowd will provide a useful representation of their 

subjectivity and the range of reasonable interpretations. In this work crowd 

annotations, using a crowdsourcing platform [32] was carried out to get emotional 

labels for both, VAD and categorical models. The idea is to divide the work in 

micro-tasks that are carried out by a large number of annotators, that are not trained 

and do not speak to each other. This makes it possible to have an annotation task 

completed by a wide variety of different annotators, in cases where the diversity 

means a plus [33]. In this work, each audio chunk was annotated by 5 different 

annotators that were asked to fill the following questionnaire for each audio-clip. 

How do you perceive the speaker? 

- Excited 

- Slightly excited 

- Neutral 

His/her mood is: 

- Positive 

- Slightly positive 

- Neutral 

- Slightly negative 

- Negative 

How do you perceive the speaker in relation to the situation which he/she is in? 

- Rather dominant / controlling the situation 

- Rather intimidated / defensive  

- Neither dominant nor intimidated 

Select the emotion that you think describes better the speaker’s mood: 

- Embarrassed 

- Bored/Tired 

- Disconc./Surp. 

- Angry  

- Interested 

- Satisfied/Pleased 

- Worried 

- Enthusiastic 

- Annoyed/Tense 

- Calm/Indifferent 

Quality of the audio: 

- Correct 

- Overlapping of several speakers, that do not identify the main 

speaker 

- Advertisement 

- Other  
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The chunks were given to the external observers randomly, thus the audios labelled 

by a specific annotator might not be from the same speaker nor even from the same 

TV show. However, it was guaranteed that all the annotators mother tongue was 

Spanish (like the speakers’ one) and their cultural environment matched with the 

speakers’ one as well (all coming from Spain). Table 1 shows the specific features 

of the 126 annotators set. Note that although most participants have only secondary 

studies a high percentage of them (about 80%) are University students. 

Table 1 

Different features of the Crowd Annotators Set: Sex, Education level (Undergraduate (U), Graduated 

(G)), Age and University Student (Yes/No) 

Sex Education Age Student 

M F U G 20-30 30-40 > 40 Yes No 

65 61 103 23 80 27 19 82 44 

3 Analyzing the Data 

This section provides an analysis of the annotated data that will help to better 

understand what is being perceived in human interactions (by other human 

annotators) with regard to their emotional status. 

3.1 Data Distribution in Categories and Dimensions 

First of all, an analysis in terms of categories was carried out (Fourth question in 

the questionnaire). Let us note that 5 annotators provided possible different labels 

for each category, so that a unifying criterion was needed to associate a category to 

each audio chunk. In this work a majority voting criterion was employed, that is, an 

agreement >= 60% was required to assign a specific category to a sample. In this 

way it was guaranteed that at least 3 from the 5 annotators provided the same 

specific label to an audio chunk and otherwise the annotation was not valid.            

For instance, annotations in which 2/5 provided label1, 2/5 provided label2 and 1/5 

provided label3 were discarded. According to this criterion the obtained distribution 

of samples is given in Figure 1. 

As Figure 1 shows some categories were only selected in few occasions. This might 

be due to some categories being frequently mixed up with other ones, so they rarely 

reached the required threshold (see Angry, Bored/Tired, Disconcerted/Surprised or 

even Interested). We decided to keep only the classes with at least 2% of the samples 

not to have a so highly unbalanced dataset, so we finally considered the set of the 

following 5 classes: Calm, Annoyed, Enthusiastic, Satisfied and Worried.                

The sample distribution in categories can be explained focusing on the specific task. 

As mentioned before, most of the audio chunks are related to politicians, journalists, 

etc. talking about a controversial topic. 
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Figure 1 

Distribution of samples into different categories 

In these situations, speakers do not usually show themselves Embarrassed or 

Disconcerted. It is not either their role to show Boredom/Tiredness and regarding 

Anger, a subtler category like Annoyed seems to match better with annotators’ 

perception. 

Then, an analysis according to the dimensional representation of the emotional 

status was carried out. In this case, each sample was annotated with 3 different 

labels representing Arousal, Valence and Dominance (First 3 questions in the 

questionnaire). Let us note that for each dimension different levels representing a 

discrete scale were provided. Then, a numerical value was assigned to each level 

assuming that all levels are equidistant. For instance, the assigned values to the 

different levels of arousal are Excited:1, Slightly excited: 0.5, Neutral: 0. Then the 

average value considering the 5 annotations was computed to represent each 

annotated sample in a 3D space. 

Figure 2, shows the probability density function of each variable (Valence, Arousal, 

Dominance) estimated by using a Gaussian kernel density estimator. The vertical 

line markers will be described in Section 6.2. 

 

Figure 2 

Probability Density Function of each VAD dimension 

The results show that, in most cases, Arousal values tend to be among Neutral and 

Slightly Excited with more tendency to Neutrality. Most Valence values seem to be 

also quite Neutral although a slight nuance of positivity can be observed. 
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Dominance values instead, are clearly shifted towards Dominant, in fact most 

values are distributed among Neutral and Dominant while Intimidated almost never 

appeared. These results correlate well with the kind of audios we are dealing with, 

in which people express themselves without getting angry (low levels of 

excitement) but in a very assertive way (quite high dominance levels). Additionally, 

they appear to be neutral with regarding their opinions (valence tends to be neutral 

or slightly positive). 

3.2 Relations among Categorical and Dimensional Models 

In order to assign a label to an audio chunk using the categorical model the 

aforementioned agreement threshold (60%) was selected. However, this specific 

value matches with patterns of 3-2/2-3 annotations (3 annotations ci category and 2 

annotations cj category or 2 annotations ci  and 3 annotations cj). In these cases, 

according to the agreement criterion, the sample is given to the category associated 

with 3 votes, but this decision is questionable. Thus, a confusion matrix was built 

with these samples (Figure 3), showing that Annoyed and Worried were mixed up 

frequently and the same happens for Enthusiastic and Satisfied. Thus, it was decided 

to finally mix those categories, leading to a final set of three classes: Calm, 

Annoyed/Worried, Enthusiastic/Satisfied. 

 

Figure 3 

Confusion between annotations 

Figure 4 shows different 2D projections of sample distribution in the 3D space 

representing each of the 3 resulting classes in a different color. Thus, the location 

of each category in the 3D space, according to the specific data and annotation 

procedure, can be explored. 

It can be concluded, according to Figures 4, that when regarding Valence, samples 

labeled as Calm are almost perfectly centered at Neutral, although two peaks can be 

differentiated due to the discrete levels offered to the annotators in the 

questionnaire. 
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Figure 4 

2D projections of 3D spaces 

A Gaussian centered in Slightly Positive, is achieved for Enthusiastic/Satisfied and 

another one in Slightly Negative, for Annoyed/Worried. These results seem to be 

very coherent and validate the annotation procedure carried out in terms of both 

categorical and dimensional model. For Arousal, Calm is almost totally Neutral, 

although a second lower peak can be seen at the right. Enthusiastic/Satisfied, 

although more active it is also close to Neutral and the sparsest category with regard 

to Arousal is Annoyed/Worried, that seems to be closer to Slightly Excited than the 

other ones. This can be explained as mentioned before due to the specific data where 

speakers’ role is to stay calm. Only when people are Annoyed the excitement seems 

to be a bit higher. Finally, with regard to Dominance, Calm is the most Neutral class 

but its higher peak is shift to Dominant values. Annoyed/Worried is also located 

between Neutral and Dominant and Enthusiastic/Satisfied is the most Dominant 

category. It is very interesting the tendency of samples towards dominant values 

that reveals the specific nature of the data, where speakers (politicians, journalists, 

etc.) try to be always dominating the situation. This tendency is very different from 

the results obtained for other tasks where Dominance is mainly Neutral [34]. 
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4 Feature Extraction 

There is no agreement in the state of the art about which features are the most 

relevant for emotion recognition from speech. Some authors rely on a small set of 

acoustic features [35] [36], whereas others have found that using the raw audio 

signal as input leads to good results [37]. Therefore, 3 sets of features were selected 

to be compared across all of the experiments. 

4.1 Baseline Set 

On the one hand, the first feature set we experimented with, was derived from a 

feature set that seemed to be useful in a previous work, where acoustic features were 

also employed as the input of a classification problem [36]. This baseline set is 

formed by 16 audio features: pitch, energy, entropy of energy and 13 MFCCs.       

The pitch was extracted with Praat [38] while the others were achieved by using 

pyAudioAnalysis [39]. To obtain all these features a step size of 10ms and a window 

size of 25 ms were used. 

4.2 LLDs-GeMAPS 

The GeMAPS feature set is a recommended minimalistic set of acoustic parameters 

described in [35] which was built for Voice Research and Affective Computing. 

These features were selected trying to fit with 3 different criteria: 

1) The potential of an acoustic parameter to index physiological changes in 

voice production during affective processes. 

2) The frequency and success with which the parameter has been used in the 

past literature. 

3) Its theoretical significance. 

This set is made up of 62 features that describe each full audio, regardless of its 

length. However, as this work makes use of convolutional neural networks, it has 

been decided to use the 18 Low Level Descriptors (LLDs) on which GeMAPS is 

based for all its final features. 

These LLDs include information about prosodic, excitation, vocal tract, temporal 

and spectral descriptors. Briefly, they can be grouped as: 

 Frequency related parameters (pitch, jitter, frequency of formats 1, 2 and 3, and 

bandwidth of the formant 1) 

 Energy/Amplitude related parameters (shimmer, loudness and Harmonic-to-

Noise Ratio) 

 Spectral parameters (Alpha Ratio, Hammarberg Index, Spectral Slope 0-500 Hz 

and 500-1500 Hz, relative energy of formants 1, 2 and 3, Harmonic differences 

H1–H2 and H1-H3) 
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4.3 Spectrogram 

In addition to the aforementioned sets of features, we also attempt to use more 

general and lossless acoustic features. To this end we implemented a much richer 

input: a mel-frequency spectrogram. Besides being richer, it does not require any 

feature engineering; it just represents the audio almost losslessly. The mel-

frequency spectrogram was extracted using 128 FFT components, with a step of 

2.66 ms and a window size of 42.66 ms. We first computed the squared Short-time 

Fourier transform of the audio wave, then filter it through a Mel filter bank, and 

finally take its logarithm (i.e. convert the power spectrogram to decibel units for an 

easier processing). Librosa [40] was used throughout this process. 

5 Automatic Detection of Emotions 

Deep learning allows computational models that are composed of multiple 

processing layers to learn representations of data with multiple levels of abstraction. 

These methods have dramatically improved the state-of-the-art in speech 

recognition, visual object recognition and also emotion detection from both speech 

and image [41] [42] [43]. In this section we describe the deep learning architecture 

designed in this work to solve emotion detection problems. 

Tackling the problem of emotion recognition from audio requires dealing with 

variable length inputs, because each audio in the corpus has a different length. Thus, 

the neural network that is going to be used needs to take this into consideration.       

In the literature we can find different approaches to dealing with variable length 

inputs. One of the simplest and more used one is to compute the mean and standard 

deviation of each feature, and then use a classifier that takes as input that fixed 

length vector [23] [35]. Another approach could be to use a time step level classifier 

to try to classify the feature vector corresponding to each time step (and maybe 

some context), and then output the mean of all the low level classifications to get 

the final prediction. This approach is often used, for example, in image processing 

[44]. 

These two approaches though, share the same disadvantage: none of them is able to 

take into account the long term dependencies that may exist in the input. Therefore, 

we propose a network architecture which is divided into two different sections or 

subnetworks: an embedding network, and a classifier or regressor. Our approach is 

similar to [45]. The embedding network is responsible for getting an embedded and 

fixed-length representation of the input audio. The classification or regression 

network takes as input this embedding representation and classifies it in one of the 

defined classes or makes the desired regression. 
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5.1 Embedding Network 

The embedding network’s architecture is capable of working with different audio 

lengths and it always outputs a fixed output size length. Depending on the selected 

feature set, a slightly different network has been implemented. The embedding 

network for acoustic features of 4.1 and 4.2 is built with 2 small 1D convolutional 

layers (Figure 5). These two convolutional layers aim to extract some patterns on 

each feature as well as to reduce time dimension. 

 

Figure 5 

Embedding network for acoustic features 

The spectrogram embedding network (Figure 6) is composed of 2 small 2D 

convolutional layers. These layers try to find some patterns and reduce 

dimensionality in both time and mel-spectrum dimensions at the same time. 

 

Figure 6 

Embedding network for the spectrogram 

But both architectures end up with a bidirectional-2 layer-GRU module to handle 

different input lengths and a fully connected layer to get the high-dimensional 

embedding vector. 

As shown above, the main difference lies in the convolutional layers.                         

The spectrogram is a two-dimensional feature matrix being time and mel-frequency 

its dimensions. Therefore, they can be processed with 2D convolutional layers. 

Baseline or LLDs-GeMAPS sets are groups of one-dimensional features. Thus, they 

will only be convolved across the time dimension. 

5.2 Classification & Regression Networks 

The classification and regression networks are two simple multilayer perceptrons, 

identical in terms of structure (Figure 7). Both are composed of two fully-connected 

layers, the first one is 15 with a ReLU activation function and a second layer is the 

output layer with the dimension equal to the number of outputs. The architecture is 

simple because we assume that the embedding should be already related enough to 

the output at this point of the network. The number of outputs is different for each 

classification problem (3 for categories, 2 for arousal, 3 for valence and 2 for 

dominance, as we will discuss in the following Section) and is set to 1 in regression 

problems. In classification problems a softmax function is set as activation function 

and a sigmoid function in regression problems. 
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Figure 7 

Classification (left) and regression (right) networks 

6 Experimental Results 

We analyzed the performance of the proposed regression and classification systems 

for each feature set. All experiments were performed with a 10-fold cross validation 

system in order to achieve a stronger statistical result. In all the experiments, we 

trained the network with the Adam optimizer with an early stopping strategy.             

In Section 5.1, we present the experiments related to the categorical model, and in 

Section 5.2, those related to the VAD model. 

6.1 Categorical Model 

As discussed in Section 3, the acquired corpus was first filtered so the agreement 

was at least 60% in all the samples. Then, some of the classes were dismissed due 

to the very few samples corresponding to them, and others were grouped because 

they were mixed up frequently by the annotators. Finally, we ended up with these 

three different classes: Calm (753 samples), Annoyed/Worried (163 samples) and 

Enthusiastic/Satisfied (81 samples). 

Since the classes are very unbalanced, we observed that oversampling the samples 

of the minority classes in the training set led to a better performance.                          

The oversampling ratio was 4 for Annoyed/Worried and 9 for Enthusiastic/Satisfied. 

Thus, Table 1 shows the macro-average F1 score achieved with each feature set and 

the network presented in Section 5.2 for classification. In order to check whether 

the best model is significantly better than the others, we also computed a Wilconxon 

signed-ranks test [46] for each pair of classifiers over the cross validation results.   

It tests the null hypothesis that two related paired samples (the results of the cross 

validation) come from the same distribution. In particular, it tests whether the 

distribution of the differences of each cross validation iteration is symmetric about 

zero. In this table (and in all the tables throughout the work) values in bold indicate 

that the p-values for the two comparisons of the best model with the rest are lower 

than 0.10 (if an asterisk is used *) or 0.05 (if two asterisk are used **). No bold 

values are shown in a row if there is a comparison with a p-value greater than 0.10. 

According to these results, the spectrogram is the most suitable input for the model. 

It works better than the Basic Set of features, and much better than LLDs-GeMAPS. 

The reason for this could be that the spectrogram represents the audio much less 

loosely than the other feature sets. 
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Table 2 

Average F1 score after the 10-fold cross validation 

 Baseline Set LLDs-GeMAPS Spectrogram 

F1 score 0.56 0.38 0.61* 

Precision 0.55 0.4 0.64 

Recall 0.57 0.42 0.59 

It does not assume which features of the audio are the most relevant to tackle the 

emotion recognition problem, and it lets the network learn them implicitly. It also 

contains more temporal information, because the step size used to extract it is four 

times smaller compared to the other feature sets. Other works, such as [47] or [48] 

have also shown the potential performance benefits of using less losslessly or even 

raw inputs as opposed to common sets of acoustic features. Additionally, the neural 

networks used to process the three types inputs might well be another reason why 

the spectrogram is working better than the other features. We are using CNNs, 

which are very suitable for processing image-like inputs, like the spectrogram. 

Thus, we believe that the other sets of inputs (Baseline Sets or LLDs-GeMAPS) 

could benefit from the use of other kind of classifiers. However, in order to enable 

the use of classical classification methods, fixed length feature sets should be used. 

To do so, some functions should be applied to get rid of the temporal dimension of 

the input, such as the ones used in GeMAPS. 

Focusing on Table 2, 0.61 is the best F1 score achieved. It has been achieved with 

the spectrogram and it outperforms both Baseline (0.56) and LLDs-GeMAPS (0.38) 

features set by 0.05 and 0.23 respectively. Figure 8 shows that the models perform 

quite well in the majority class (Calm) but some confusion was encountered when 

predicting other classes (Annoyed/Worried and Enthusiastic/Satisfied). 

Figure 8 

From left to right, test confusion matrix for Baseline, LLDs-GeMAPS and Spectrogram sets. The color 

scale is normalized by true label. 
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In any case, these results are quite promising taking into account that we are dealing 

with very difficult audios of spontaneous speech and a very ambiguous task like 

emotion detection that is not obvious even for a human. Note that similar results 

about 50-60% accuracy are reported in other works published in Emotion 

Recognition in the Wild Challenge [49] when regarding emotion detection from 

audio. 

6.2 VAD Model 

The VAD prediction problem was tackled in two different approaches: 

 Building a regressor with each of three real dimensions of the model 

 Discretizing those dimensions and trying to learn a categorical classifier to 

predict each of the discretized classes.  

The discrete levels for the classification problem were selected according to the 

distributions of the annotated data of Figure 2 with the selected frontiers (red lines). 

For Arousal, given that there are few samples labeled as Excited or Slightly Excited, 

only two different levels were differentiated: Neutral (Samples with Arousal values 

< 0.25 for training purposes) and Excited (Samples with Arousal values ≥ 0.25).     

In the case of Valence, although many samples are labeled as Neutral, three different 

regions can be differentiated: Negative (Valence values ≤ 0.4), Neutral: (0.4 < 

Valence values < 0.6) and Positive (Valence values ≥ 0.6). Finally, for Dominance 

two different values were selected: Neutral (0.25 ≤ Dominance value < 0.75) and 

Dominant (Dominance value ≥ 0.75). 

Finally, the resulting number of samples in the categories is given below: 

 Valence: Negative (473 samples), Neutral (2439 samples) and Positive (1191 

samples). 

 Arousal: Neutral (3057 samples) and Excited (1046 samples). 

 Dominance: Dominant (1075 samples) and Neutral (3004 samples). 

Due to the obtained unbalanced values in the categories, we also decided to apply 

an oversampling procedure during the training processes of the regressor and 

classifier. For Valence we chose an oversampling ratio of 3 for Negative and 2 for 

Positive. The chosen balance ratio for Arousal was 3 for Excited. Finally, when 

regarding Dominance, an oversampling ratio of 3 was also selected for the 

Dominant category. 

6.2.1 Regression 

During the first series of experiments, we tried to fit each dimension of the VAD 

model. To this end, the selected optimization objective was the batch-level 

coefficient of determination (R2). We also experimented with other loss functions 

such as the MSE error, but got worse results. Table 2 and Figure 10 show the 

performance of the regressors after the 10-fold cross validation procedure. 
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Table 3 

Mean and standard deviation of R2 score after the 10-fold cross validation for the VAD model 

R2 Score 

(Test) 
Baseline Set   

LLDs-

GeMAPS 
Spectrogram 

Arousal 0.20 ± 0.06  0.1 ± 0.1 0.3 ± 0.1 ** 

Valence 0.08 ± 0.04 0.02 ± 0.02 0.11 ± 0.06 ** 

Dominance  0.02 ± 0.04  0.03 ± 0.03 0.06 ± 0.04 

Table 2 shows that low R2 score values were obtained and the spectrogram features 

still have better performance across all tasks. Both basic and LLDs-GeMAPS sets 

of features seem to have similar performance in these regression problems. 

Trying to have a deeper understanding of what actually is happening in these 

models, we displayed the resulting density plot for each set of features and 

dimension in the test partitions of the cross validation. Figure 9 reveals that models 

end with a narrowed range of outputs. The models tend to output very similar 

values, which result in high peaks, while the real distribution is more uniform. 

 

Figure 9 

Density plots of the output of each model 

In the same vein, Figure 10 shows that even the best models cannot perform well in 

the regression task; the real value vs. predicted value plots are still far from being 

diagonal straight lines. 

 

Figure 10 

Test samples for the best regression model (Spectrogram) 
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These results have not been as good as expected. The R2 score for the three tasks 

are not higher than 0.3 in the best case. It means that there is a low correlation 

between the real and predicted values. The spectro seems to be the best input for all 

the dimensions with an R2 score of 0.3 in Arousal, 0.11 in Valence and 0.06 in 

Dominance. Figures 9 and 10 allow us to understand why the scores are that low; 

all models tend to output values in a narrow range. The Arousal model (the one with 

higher R2 score) is the only one that predicts over almost the full range of values, 

but without a high accuracy. 

6.2.2 Classification with the Discretized Classes 

In this section we focus on a less ambitious scenario for the VAD emotional model. 

The aim of this second series of experiments was to classify the audios into the 

dimensional discrete classes. In the same way as with the other experiments, the 

three sets of features were compared and the average F1 score reported (Table 4). 

Table 4 

Mean and standard deviation of F1 score after the 10-fold cross validation for the VAD model 

F1 Score (Test) Baseline Set LLDs-GeMAPS Spectrogram 

Arousal 0.66 ± 0.03 0.63 ± 0.02 0.70 ± 0.04 

Valence 0.44 ± 0.02 0.41 ± 0.02 0.52 ± 0.03* 

Dominance 0.56 ± 0.02 0.58 ± 0.02 0.60 ± 0.02* 

Likewise, Figure 11 shows the confusion matrices obtained in the three 

classification tasks with the best model (Spectrogram). 

 

Figure 11 

Test confusion matrix for Spectrogram set on each dimension. 

The color scale is normalized by the true label. 

The results in this case are much more promising, Baseline and LLDs-GeMAPS set 

of features achieves similar results, but spectro still have a better performance in 

these 3 tasks. Some results outperform the F1 value achieved for categorical models 
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but we consider that similar performance are achieved compared to the categorical 

results, taking into account that Arousal and Dominance have 2 output values 

instead of 3. That is why Valence has lower scores than others. 

These results demonstrate the benefits of the VAD model, because it is not needed 

a previous study or reflection about the specific emotions of the task and without 

any refinement about the category set (analyzing the annotation results or the 

confusion matrices), the obtained results are very similar (sometimes even better) 

to those achieved with the categorical model. Moreover, the VAD model is much 

more general and a specific label/category can be associated to different points or 

regions of the 3D VAD model [50] [51]. 

Concluding Remarks 

This work provides a deep analysis of the emotional information gathered from the 

acoustic signal associated to a debate TV show. This emotional information is 

related to the perception of people who listen to the acoustic signals, thus, it can be 

seen as human perception of human-human interactions. The analysis was carried 

out by using different models for representing the emotional status which were also 

analyzed and compared to each other. In the different analysis it can be concluded 

that emotions in this specific real scenario (TV shows) are subtle, with a strong 

tendency to neutrality. However, the specific features of this task show a significant 

and non-obvious bias to dominance of the speakers. 

The aforementioned information led to the achievement of an emotionally labeled 

corpus, made up of real and non-acted emotions, that was employed to build an 

automatic system capable of detecting the emotional status of an acoustic signal in 

the presented scenario. Different experiments were carried out using the different 

models for representing emotions and also different deep learning paradigms.        

The obtained results show that having a corpus of real interactions, that matches 

with the task under consideration, where emotions are not acted is crucial for getting 

good results in such environment where emotions are subtle (real life). Moreover, 

although the more ambitious regression paradigm provides poor results, when the 

problem is discretized and transformed into a classification one, very promising 

results can be achieved. This suggests that a higher number of external observers 

answering to the same VAD questionnaire, but with a higher number of responses 

for each dimension (a scale closer to a continuous scenario) might improve the 

regression results in this task. 
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