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Abstract: The well-known disturbance observer – which is based on the transfer function of 
the inverse model –, was published almost four decades ago. To practically implement the 
inverse of the transfer function a filter is added to it, in order to eliminate high frequency 
disturbance signals. A key step of the design of this Inverse Model Based Disturbance 
Observer (IMBDO) is the selection of the filter with appropriate parameters. This paper 
proposes a disturbance observer, which is based on direct model (DMBDO) and it can work 
without any additional filter. It simplifies the design and the implemented controller code. 
Discrete time implementations of IMBDO and DMBDO are compared by a simple internet-
based servo system in a non-real-time control environment. The effect of non-equidistant 
sampling is examined. 

Keywords: friction compensation; servo drive system; discontinuous control friction 
compensation 

1 Introduction 
In the field of motion control, the elimination of disturbance is a key task. 
Disturbance source could be the effect of external load variation, parameter changes 
due to aging and friction due to operational conditions. This paper focuses on the 
non-linear, time invariant effect of friction. 

In most cases making the proper model of the disturbance is ineffective or 
impossible. The disturbance elimination method based on the estimation of the 
disturbance is widely used. In [1] [2] [3] an observer-based control was applied for 
rehabilitation purposes, in [4] a long-distance laser positioning was carried out using 
DOB (Disturbance Observer) method, in [5] [6] the complex and changing 
environment justified the choice of using a DOB based control, in [7] the lack of 
sensory data was bridged with a DOB control. It is also used for the motion control 
of drones [8], for telemanipulation systems [9] [10] [11] and for other disturbance 

mailto:finknandor@mogi.bme.hu
mailto:guozenan@eng.unideb.hu
mailto:szemespeter@eng.unideb.hu
mailto:korondi.peter@eng.unideb.hu


N. Fink et al. Comparison of Direct and Inverse Model-based Disturbance Observer for a Servo Drive System 

‒ 206 ‒ 

rejection purposes [12] [13] [14] [15]. A specific type of neural network called long 
short-term memory (LSTM) recurrent neural network to identify the system 
behavior in real-time [16]. A method that uses a specific type of filter called a 
discrete Kalman filter to estimate the behavior of the system while being robust to 
small disturbances [17]. A combination of two different estimation techniques, an 
Extended Kalman filter and a Takagi-Sugeno fuzzy observer, to estimate the 
behavior of a strip winding system [18]. 

The idea of the estimation of the disturbance has a long history, it was already used 
in 1983 [19]. A guide for the design of the disturbance observer was stated in [20] 
[21]. 

The motivation for using either the inverse or direct modeling approach in 
disturbance observers is to improve the performance of the control system in the 
presence of disturbance [41]. These two methods could estimate the disturbance 
signal accurately and substract it from the measured output to obtain a better 
estimate of the output. Direct model based disturbance observer is easier to model 
the system dynamics directly, rather than computing the inverse model. The direct 
model can provide predictions of the system response, which can eliminate the 
signal frequency and estimate the disturbance signal. Despite the DOB control being 
a robust method, it also has its limits [22] [23] [24] [25]. In [26] an improved method 
has been shown for disturbance rejection (based on DOB), because the to-be-
controlled system had too much uncertainty for the traditional DOB. Other 
problems that exceeds the boundaries of the classical method are stated in [27] [28]. 
In [29], it describes a study on modeling of observation in cognitive process, it 
discusses different aspects of the observation with perception and attention.  
The multicomponent fixed-point iteration is a specific type of mathematical 
iterative in adaptive control of a univariate second-order system in [30]. A new 
method for modeling tower crane systems using tensor product-based model 
transformation is proposed in [31]. A soft computing-based disturbance observer is 
published in [32] and a sliding mode-based disturbance observer is proposed in [33]. 
In [34] experiments were performed with an electro-hydraulic actuator controlled 
by a neural network sliding mode control method, where an Extended State 
Observer (ESO) was used for noise estimation and rejection with impressive results. 
Applying DOB for stochastic systems is in [35], and applying for the fractional-
order system is in [36]. The ADRC (Active Disturbance Rejection Control) method 
is examined in [37] [38], and an overview of DOB robust control was presented in 
[39]. In [40] a signal was decomposed to seven components with different 
frequency bands with dual-tree complex wavelet transform (DTCWT) method, and 
each component was noise reduced based on a singular value decomposition (SVD) 
method. Basic methods and applications of the disturbance observer-based control 
are presented in [41]. The comparison of PID and sliding mode controller in the 
teaching field and internet-based control is shown in [42] [43]. Compared with other 
works, this paper presents a method without a filter to the inverse disturbance 
observer can eliminate high-frequency interference signals. The motivation of this 
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paper is to propose a direct model without a filter, simplifying the design steps and 
the code of the control. 

The structure of the paper will be the following. After the introduction, the second 
section summarizes the mathematical foundations of disturbance observers.  
The third section presents the experimental setup used in the measurement.  
The fourth section compares the measurement results. The robustness is discussed 
in this section too. Finally, the fifth section draws the most important conclusions 
of the article. 

2 Brief Overview of the Mathematical Bases of 
Disturbance Estimators 

2.1 Inverse Model-based Disturbance Observer (IMBDO) 
The simplified motor model is described by (1) (2) [41] where the input and output 
are noted by 𝑢𝑢  and 𝑦𝑦 , respectively. Since the actual real values of the model 
parameters are not known, the nominal parameters 𝑇𝑇𝑛𝑛 and 𝐺𝐺𝑛𝑛 are used in the inverse 
model. The 𝑑𝑑 is the disturbance signal at the input and it is estimated by �̂�𝑑. 

𝑦𝑦(𝑠𝑠) =
𝐺𝐺𝑚𝑚

1 + 𝑠𝑠𝑇𝑇𝑀𝑀
�𝑢𝑢(𝑠𝑠) + 𝑑𝑑(𝑠𝑠)� (1) 

𝑑𝑑 =
1 + 𝑠𝑠𝑇𝑇𝑚𝑚
𝐺𝐺𝑚𝑚

𝑦𝑦 − 𝑢𝑢                         �̂�𝑑 =
1 + 𝑠𝑠𝑇𝑇𝑛𝑛
𝐺𝐺𝑛𝑛

𝑦𝑦 − 𝑢𝑢 (2) 

Fig. 1 shows the principal operation of a very simple disturbance observer described 
by (2). The upper part is a simplified diagram of a motor modeled by a mechanical 
time constant 𝑇𝑇𝑚𝑚 and a gain 𝐺𝐺𝑚𝑚, while the lower part is the disturbance estimator, 
which is the inverse of the motor model. 

 
Figure 1 

Simple Inverse Model Based Disturbance 
Observer, IMBDO 

 
Figure 2 

Simple Inverse Model Based Disturbance 
Observer with feedback 

The differences between the nominal and the real system model are considered 
parameter perturbation, which can be formulated as follows. 
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𝑇𝑇𝑚𝑚 = 𝑇𝑇𝑛𝑛 + ∆𝑇𝑇𝑛𝑛 𝐺𝐺𝑚𝑚 = 𝐺𝐺𝑛𝑛 + ∆𝐺𝐺𝑛𝑛 (1) 

∆𝑇𝑇𝑛𝑛  and ∆𝐺𝐺𝑛𝑛  are limited. It can be seen that the estimated disturbance signal, �̂�𝑑 
(indicated in Fig. 1) contains not only the value of the real disturbance signal, but 
also carries information about the deviation of the parameters (3). The effect of the 
disturbance signal 𝑑𝑑 can be compensated by feedback on the estimated disturbance 
signal �̂�𝑑 (see Fig. 2). 

After simple calculations, it follows that from the input 𝑢𝑢 to the output signal 𝑦𝑦 the 
transfer function is 𝐺𝐺𝑛𝑛/(1 + 𝑇𝑇𝑛𝑛𝑠𝑠)  in Figure 2, and 𝑦𝑦  does not depend on the 
disturbance signal.  

In practice, a pure differentiating term can be a serious problem as it amplifies the 
noise. The effect of noise amplification can be eliminated by the low-pass filter 
𝑊𝑊(𝑠𝑠) in the feedback branch, as shown in Figure 3. 

The cutoff frequency of 𝑊𝑊(𝑠𝑠)  must be much higher than the reciprocal of the 
dominant time constant 𝑇𝑇𝑚𝑚  of the servo system (so that the useful signal is not 
filtered out), in the meantime it must be small enough to suppress the measurement 
noise sufficiently. Of course, a low-pass filter 𝑊𝑊(𝑠𝑠)  can be combined with the 
inverse of the system model and they should be realized together. (see Figure 4). 

The absolute value of the transfer function of the disturbance signal to 𝑦𝑦 can be 
sufficiently small in the lower frequency range if 𝑊𝑊(𝑠𝑠) is properly designed. This 
method can be generalized, but even then the problem remains that most controlled 
plants are integrative in nature, so the inverse will be derivative in nature. 

 
Figure 3 

Simple Inverse Model Based Disturbance 
Observer with feedback and filter 

 

Figure 4 
Simple Inverse Model Based Disturbance 

Observer with feedback and distributed filter 

Possible time delay is an additional problem. In the late 1990s, a multitude of 
articles addressed how to design a 𝑊𝑊(𝑠𝑠) filter that provides optimal operation over 
a wide range. In summary, the biggest problem with this method is that it is based 
on the inverse model. The disturbance observer with inverse model has a strong 
connection in the real world application in [44] [45]. 
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2.2 Direct Model-based Disturbance Observer (DMBDO) 
Hereinafter, we again consider the same simple motor model (1) with the same 
parameter perturbation (3) as in the case of IMBDO. The principle is very simple, 
the difference between the output signals of the ideal and the perturbed model 𝑦𝑦𝑒𝑒 is 
fed back to the perturbed model with a sufficiently high gain (Figure 5). 

 
Figure 5 

Direct Model Based Disturbance Observer 

 

Figure 6 
Redrawn direct model based disturbance observer 

If 𝐾𝐾 is large enough, then the difference between the two signals 𝑦𝑦𝑒𝑒 must be smallso 
that the feedback signal �̂�𝑑 is not too large, which means that the feedback signal �̂�𝑑 
contains information about the parameter uncertainties ∆𝑇𝑇𝑛𝑛 and ∆𝐺𝐺𝑛𝑛. To calculate 
the transfer function from 𝑢𝑢 to 𝑦𝑦, Figure 5 must be redrawn as shown in. According 
to Figure 6, the transfer function input 𝑢𝑢 and output 𝑦𝑦 using the l'Hospital rule: 

lim
𝐾𝐾→∞

⎝

⎜
⎛
�1 +

𝐾𝐾𝐺𝐺𝑛𝑛
1 + 𝑠𝑠𝑇𝑇𝑛𝑛

�

𝐺𝐺𝑚𝑚
1 + 𝑠𝑠𝑇𝑇𝑚𝑚

1 + 𝐾𝐾 𝐺𝐺𝑚𝑚
1 + 𝑠𝑠𝑇𝑇𝑚𝑚⎠

⎟
⎞

= lim
𝐾𝐾→∞

�
1 + 𝑠𝑠𝑇𝑇𝑛𝑛 + 𝐺𝐺𝑛𝑛𝐾𝐾

1 + 𝑠𝑠𝑇𝑇𝑛𝑛
 

𝐺𝐺𝑚𝑚
𝑠𝑠𝑇𝑇𝑚𝑚 + 𝐾𝐾𝐺𝐺𝑚𝑚 + 1� = 

 = lim
𝐾𝐾→∞

�
1 + 𝑠𝑠𝑇𝑇𝑛𝑛
𝐾𝐾 + 𝐺𝐺𝑛𝑛
1 + 𝑠𝑠𝑇𝑇𝑛𝑛

 
𝐺𝐺𝑚𝑚

1 + 𝑠𝑠𝑇𝑇𝑚𝑚
𝐾𝐾 + 𝐺𝐺𝑚𝑚

� = 
𝐺𝐺𝑛𝑛

1 + 𝑠𝑠𝑇𝑇𝑛𝑛
 (2) 

Similarly to Figure 1, add limited disturbance 𝑑𝑑(𝑡𝑡) to the input of the perturbed 
controlled plant (see Figure 7). 

 
Figure 7 

Disturbance rejection part of direct model based disturbance observer 

Effect of disturbance 𝑑𝑑(𝑡𝑡) on the output: 

 lim
𝐾𝐾→∞

�

𝐺𝐺𝑚𝑚
1 + 𝑠𝑠𝑇𝑇𝑚𝑚

1 + 𝐾𝐾 𝐺𝐺𝑚𝑚
1 + 𝑠𝑠𝑇𝑇𝑚𝑚

� = 0 (3) 
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This can be interpreted as meaning that the feedback signal �̂�𝑑 in Figure 6 carries 
information about both limited parameter uncertainty and limited input disturbance. 
The method can be generalized to multi-input, and multi-output systems as well. 

2.3 Relay as an Approximation of Infinity Gain 
Let us substitute gain 𝐾𝐾 by a simple relay with a relay gain 𝐺𝐺𝑟𝑟  

 �̂�𝑑 = 𝐺𝐺𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦𝑒𝑒) (4) 

The robustness of the disturbance rejection method is due to its large (ideally 
infinitely large) gain. This is ensured by a relay in the feedback branch. The gain 
can be defined by the ratio of the output and input signals. As the error tends to zero 
the gain tends to be infinite. 

 𝐾𝐾 = lim
𝑦𝑦𝑒𝑒→0

𝐺𝐺𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦𝑒𝑒)
𝑦𝑦𝑒𝑒

= ∞  (5) 

From the point of view of practical application, the biggest advantage of the relay 
control law (6) is that it can be easily implemented even with a simple analog 
operational amplifier, therefore a relatively high switching frequency can be 
achieved, and it can directly control power electronics semiconductor switching 
elements. Therefore, it can also be used where the maximum time constant of the 
controlled plant is relatively small (below ms) and where rapid control is required 
and the hardware used is not suitable for performing complex calculations between 
two samples. In contrast, the disadvantage is that it cannot provide for the high gain 
in the entire state space. There are two conflicting expectations about the value of 
𝐺𝐺𝑟𝑟 . The higher the value of 𝐺𝐺𝑟𝑟 , the larger the range of the state space it can provide 
high gain, but at the same time it can result in a larger chattering around the ideal 
output signal. The disturbance rejection control method is widely used in the real 
world application, such as process control system, mechatronics systema and flight 
control system [41]. 

3 Experimental System 

3.1 The Hardware Description 
The system components are listed in Tab. 1 and a photo is presented in Figure 8. 
The data flow is shown in Figure 9. 

Pulses from the incremental encoder that is attached to the permanent magnet DC 
motor (4) are sent to the computer via the interface circuit (2) and data acquisition 
card (1). The torque reference signal is transmitted from the computer to the motor 
controller (5) via the data acquisition card (1) and via the interface circuit (2).  
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The current signal of the DC motor (4) is sent to the motor controller (5) via the 
interface circuit (2) and PWM voltage signal returns to the servo motor (4).  
The source of the power is the ATX power supply (3). The disc (7) is connected to 
the DC motor shaft via a clutch as a load and the rotation of the disc can be 
monitored during the measurement using the webcam (6). 

Table 1 
Parts of the experimental system 

Nr. Element Type 
1 Data acquisition (Counter and DA card) Advantech USB-4704 
2 Interface circuit ASIC 
3 ATX Power supply ATX 12V GPS-500A8 
4 DC Motor with incremental encoder maxon A-max 110075, MR, Type 

M, 512 CPT 
5 Motor controller unit maxon 
6 Webcamera USB 2.0 Logitech C525 
7 Aluminum disc load Custom made 

 
Figure 8 

Photo of the experimental setup 

 
Figure 9 

The signal and data flow 

Computer
Torque signal

Encoder impulses

DAQ card Interface circuit

ATX power supply

DC motor 
with encoder

Motor 
control 
circuit

PWM voltage

Current signal

Power
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3.2 System Equations 

3.2.1 Reference Model 

The reference model is calculated online as a result of system identification 
measurement, which is part of the controller application. The discrete time 𝑊𝑊𝑑𝑑𝑚𝑚(𝑧𝑧) 
transfer function is calculated first, where the input is the torque 𝑀𝑀𝑚𝑚(𝑧𝑧) and the 
output is the velocity 𝜔𝜔(𝑧𝑧). 

 𝑊𝑊𝑑𝑑𝑚𝑚(𝑧𝑧) =
𝜔𝜔(𝑧𝑧)
𝑀𝑀𝑚𝑚(𝑧𝑧) =

0.06
𝑧𝑧 − 0.6

𝑇𝑇𝑠𝑠 = 2 𝑚𝑚𝑠𝑠, (6) 

where 𝑇𝑇𝑠𝑠 is the sampling time of the experimental system. The continuous transfer 
function 𝑊𝑊𝑐𝑐𝑚𝑚(𝑠𝑠) can be calculated from (8) 

 𝑊𝑊𝑐𝑐𝑚𝑚(𝑠𝑠) =
𝜔𝜔(𝑠𝑠)
𝑀𝑀𝑚𝑚(𝑠𝑠) =

0.15
0.004𝑠𝑠 + 1

 (7) 

In contrast to, the simplified model (8) and (9), a detailed model of the servo system 
is used in the Simulink simulation as described in the following section.  
The disturbance signal 𝑑𝑑 contains three effects: i.e. friction models, un-modelled 
dynamics and parameter perturbation. 

3.2.2 Model of the Servo System 

The goal of the simulation is to tune the parameters of the proposed disturbance 
observer, a simplified model is used which includes every challenging elements: 
un-modeled dynamics, the friction model, parameter perturbation and velocity 
saturation as shown in Figure 10. 

 
Figure 10 

Simulink model of the motor 

The input of this system model is the reference torque calculated by the disturbance 
observer. The torque is measured in perunit %. 𝑇𝑇𝑒𝑒 = 0.1 𝑚𝑚𝑠𝑠  represents electric 
dynamics (including the electric time constant of the motor and the current control 
loop), which is unmodelled from the point of view of the disturbance observer 
design. The output of unmodelled electric part is the electric torque of the motor. 
The torque effect of Coulomb friction is modeled by saturation. If the absolute value 
of the motor is smaller than 𝑇𝑇𝑟𝑟𝑟𝑟 = 11% then it is set to zero. The simulated 𝜔𝜔𝑠𝑠𝑠𝑠𝑚𝑚 
and the measured 𝜔𝜔𝑚𝑚𝑒𝑒𝑚𝑚𝑠𝑠 velocities are compared in Figure 11. 

Velocity 
saturationCoulomb friction

model

Output:
Velocity 

Input:
Ref. Torque

Mechanical dynamics
(Modelled part)

Electrical dynamics
(Unmodelled part)



Acta Polytechnica Hungarica Vol. 20, No. 4, 2023 

‒ 213 ‒ 

The effect of Stribeck friction (what was approximated as Coulomb friction model 
in Fig. 10), is clearly seen as a time shifted signal in case of measured curve 𝜔𝜔𝑚𝑚𝑒𝑒𝑚𝑚𝑠𝑠. 
The static friction is bigger than the moving friction and there is hysteresis effect as 
well, which is why unlike 𝜔𝜔𝑠𝑠𝑠𝑠𝑚𝑚, the first quarter period of 𝜔𝜔𝑚𝑚𝑒𝑒𝑚𝑚𝑠𝑠 cannot be mirrored 
to obtain its second quarter. The accurate modeling of the friction is out of the scope 
of this paper. This simplified (Coulomb) friction model is satisfactory from the 
point of view of parameter setting. A more detailed friction model of this system is 
published in [43]. 𝑇𝑇𝑚𝑚 = 23 𝑚𝑚𝑠𝑠 is the mechanical time constant and 𝐺𝐺𝑚𝑚 = 0.7 is the 
gain. The parameter uncertainties are quite big ∆𝑇𝑇𝑚𝑚 = −19 𝑚𝑚𝑠𝑠 and ∆𝐺𝐺𝑚𝑚 = −0.55. 
They are around 80%. The output velocity is saturated 𝜔𝜔𝑚𝑚𝑚𝑚𝑚𝑚 = 11 𝑟𝑟𝑟𝑟𝑑𝑑/𝑠𝑠 as well. 
The time constants are read from the data sheet of the motor. The values of 𝐺𝐺𝑚𝑚 ,𝑇𝑇𝑟𝑟𝑟𝑟  
and the offset is identified by measurement shown in Figure 11. The Stribeck effect 
is ignored in this model since all differences between the real system and the 
reference model are considered disturbance which we try to reduce. 

 
Figure 11 

Comparison of simulated and measured velocity 

The goal is to change the original dynamic of the servo system and force it to follow 
the reference model by disturbance rejection method. Let us use the following first-
order reference model in the time domain. 

𝐽𝐽𝑟𝑟�̇�𝜔(𝑡𝑡) = 𝑢𝑢𝑚𝑚(𝑡𝑡) − 𝐵𝐵𝑟𝑟𝜔𝜔(𝑡𝑡) (10) 

where 𝐽𝐽𝑟𝑟  𝑠𝑠s the inertia and 𝐵𝐵𝑟𝑟 is the constant of the viscous friction of the reference 
model. 𝑢𝑢𝑚𝑚 is the input electric torque. Parameters of the applied simplified model 
shown in Figure 10 are calculated from (10). 

𝑇𝑇𝑚𝑚 =
𝐽𝐽𝑟𝑟
𝐵𝐵𝑟𝑟

    𝐺𝐺𝑚𝑚 =
𝑇𝑇𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚
100𝐽𝐽𝑟𝑟

(11) 

The simulation parameters are summarised in Table 2. 
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Table 2 

Simulation parameters 

Torque reference 
Amplitude=20 and 40 𝑇𝑇𝑝𝑝 = 3 𝑜𝑜𝑜𝑜𝑜𝑜𝑠𝑠𝑜𝑜𝑡𝑡

= 1.5 
Time constants 

𝑇𝑇𝑒𝑒
= 0.0001 

𝑇𝑇𝑆𝑆
= 0.002 

𝑇𝑇𝑚𝑚
= 0.002 

𝑇𝑇1 = 𝑇𝑇2
= 0.002 

Gains 
𝐺𝐺𝑚𝑚 = 0.7 𝐺𝐺𝑟𝑟 = 0.6 

Saturations 
𝜔𝜔𝑚𝑚𝑚𝑚𝑚𝑚 = 11 𝑇𝑇𝑟𝑟𝑟𝑟 = 11 

Parameter perturbation 
∆𝑇𝑇𝑚𝑚 = −0.019 ∆𝐺𝐺𝑚𝑚 = −0.55 

3.2.3 Inverse Model-based Disturbance Estimation and Compensation 

The theory of the inverse model based is typically developed in continuous time, as 
it is based on the mathematical model that describes the system’s behavior over 
time. However, the implementation of the method is often done in discrete time 
practically, as most real-world systems are controllers using digital controllers that 
operate on discrete-time signals. The discrete-time version of the idea presented in 
Figure 4, is implemented. The Simulink model of the system with a disturbance 
observer is shown in Figure 12. 

The sampling method is modeled by a zero-order holder. The lower part of the 
figure is the disturbance observer. The filters are applied. The first one for the 
modified input torque signal 𝑢𝑢𝑚𝑚 is the discrete time version of a second order low 
pass filter given in (12). 

𝑊𝑊𝑓𝑓(𝑠𝑠) =
1

(1 + 𝑠𝑠𝑇𝑇1)(1 + 𝑠𝑠𝑇𝑇2)
(12) 

The filter for the velocity signal is a multiplication of (12) and the inverse of the 
reference model (9). 

𝑊𝑊𝑓𝑓(𝑠𝑠) =
1

(1 + 𝑠𝑠𝑇𝑇1)(1 + 𝑠𝑠𝑇𝑇2)
(13) 

𝑊𝑊𝑓𝑓𝑚𝑚(𝑠𝑠) =
0.004𝑠𝑠 + 1

0.15(1 + 𝑠𝑠𝑇𝑇1)(1 + 𝑠𝑠𝑇𝑇2)
(14) 

A key step of the design is the selection 𝑇𝑇1 and 𝑇𝑇2. The time constants of the filter 
are set between the sampling time and the mechanical time constant. 
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Figure 12 

Simulink model of a common IMBDO 

 
Figure 13 

Simulink model of the proposed DMBDO 
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3.2.4 Direct Model-based Disturbance Estimation and Compensation 

Since the estimated disturbance signal �̂�𝑑 is the output of the relay it has a high 
frequency component, which might cause chattering in the 𝜔𝜔. On one hand, we need 
a small relay gain 𝐺𝐺𝑟𝑟  as possible to reduce the chattering effect, on the other hand 
𝐺𝐺𝑟𝑟  must be big enough to cover the disturbance ( 𝐺𝐺𝑟𝑟 > �̂�𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ). If �̂�𝑑(𝑡𝑡)  is a 
continuous and limited function than the change of disturbance in one sampling 
period ∆�̂�𝑑(𝑡𝑡) is also limited and only this change must be covered by the rely upon 
the discrete time application. 

�̂�𝑑[𝑘𝑘] = �̂�𝑑[𝑘𝑘 − 1] + 𝐺𝐺𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦𝑒𝑒) (15) 

3.3 Simulation Results 
The main challenge is friction compensation. Two sets of measurement results are 
presented. The 𝑢𝑢 inputs are sinusoidal in all cases in this paper. From the physical 
point of view, 𝑢𝑢 is the torque reference signal, which is given in perunit percentage. 
First, the amplitude of 𝑢𝑢 is 20%. The control loop of the armature current is realized 
by an operational amplifier, which has an uncompensated offset. The actual 
acceleration torque is shifted in the positive direction vertically. The offset of the 
operational amplifier causes asymmetrical non-compensated velocity 𝜔𝜔𝑛𝑛𝑐𝑐 as shown 
in Figure 14, when the disturbance observer is switched off. 

When the sinusoidal input torque 𝑢𝑢 is smaller than the static friction torque, the 
motor cannot move 𝜔𝜔𝑛𝑛𝑐𝑐 (due to Stribeck friction). The real motor movement starts 
around 0.1 s and the velocity increases faster than the ideal 𝜔𝜔𝑠𝑠𝑑𝑑  velocity. The motor 
stops again when the motion friction torque becomes bigger than the real motor 
torque. 

 

Figure 14 
Velocities (umax=20%) 

The three velocities (calculated by the ideal model 𝜔𝜔𝑠𝑠𝑑𝑑 , by IMBDO 𝜔𝜔𝑐𝑐𝑠𝑠  and by 
DMBDO 𝜔𝜔𝑐𝑐𝑑𝑑) are seems quite similar in Figure 14. To show the differences, the 
phenomenon around zero-crossing is magnified in Figure 15. 
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Figure 15 

Velocities around zero-crossing (umax=20%) 

The response of DMBDO is faster but 𝜔𝜔𝑐𝑐𝑑𝑑  has a continuous oscillation around 𝜔𝜔𝑠𝑠𝑑𝑑 . 
In case of IMBDO, 𝜔𝜔𝑐𝑐𝑠𝑠  there is a kind of overshoot around zero-crossing and it has 
a very small constant error. The faster response of DMBDO is visible in Figure 16 
and Figure 17 as well. 

The Coulomb friction (as an approximation of Stribeck effect) changes its sign at 
zero-crossing of velocity signal so the disturbance observer must follow this change. 
The estimated disturbance of DMBDO �̂�𝑑(𝑡𝑡)𝑐𝑐𝑑𝑑 follows the Coulomb friction faster 
than �̂�𝑑(𝑡𝑡)𝑐𝑐𝑠𝑠 of IMBDO. Because of the offset the positive and negative half periods 
are asymmetrical. It explains the shape of the estimated disturbance signals �̂�𝑑(𝑡𝑡)𝑐𝑐𝑠𝑠 
and �̂�𝑑(𝑡𝑡)𝑐𝑐𝑑𝑑 in Figure 16 and Figure 17. 

  

Figure 16 
Torques (umax=20%) 
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Figure 17 

Torques (umax=40%) 

If  the amplitude of  the reference torque is 40% the non-compensated velocity 𝜔𝜔𝑛𝑛𝑐𝑐 
is saturated at the maximum velocity of the motor as shown in Figure 18. Because 
of the offset the saturation is longer in the positive half period than that in the 
negative half period. 

4 Measurement Results 
The experimental results are quite similar to that of simulation in the previous 
chapter. Since the real motor shaft velocity is calculated from the impulses of the 
incremental encoder it is quite noisy. First 𝑢𝑢𝑚𝑚 = 20% is set. In most cases the 
measured noise is bigger than the difference between the two methods as shown in 
Figure 19 and Figure 20. 

 
Figure 18 

Velocities (umax=40%) 
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Figure 19 

Velocities of IMBDO (umax=20%) 

The main challenge is the non-equidistant sampling. The applied operating system 
is a general purpose, not a real-time operating system, and accurate sampling cannot 
be ensured. Usually, the sampling delay is less than 0.2 ms, but sometimes the time 
difference between two samplings can be 20 times bigger than the intended 𝑇𝑇𝑠𝑠 =
2 𝑚𝑚𝑠𝑠. Figure 23 shows one of the worst periods (peaks in the figure) detected during 
the measurements. The distribution of length is shown in Figure 24. 

 
Figure 20 

Velocities of DMBDO (umax=20%) 
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Figure 21 

Velocities of IMBDO (umax =15%) 

 
Figure 22 

Velocities of DMBDO (umax =15%) 

Figure 21 and Figure 22 show another velocity comparison of IMBDO and 
DMBDO with the umax =15%. It depicts that the DMBDO without the filter has 
nearly the same performance compared with the IMBDO. The Servo motor with 
compensation reduces the chattering with the umax increasing. DMBDO has the 
same trajectory but better performance than IMBDO under the same parameters. 

Figure 19 and Figure 21 depict that the velocity with the compensation could 
converge to the reference velocity in a finite time. The velocity response is steady, 
but when the velocity crosses the horizontal line it has an oscillation. Compared 
with the IMBDO, the velocity with compensation in DMBDO converges to the 
reference in a finite time, and the velocity in DMBDO has a more steady 
performance than the velocity in IMBDO (Figure 20 and Figure 22). 

Time-variant sampling periods cause oscillation, which has a bigger amplitude in 
case of IMBDO, 𝜔𝜔𝑐𝑐𝑠𝑠  than in case of DMBDO, 𝜔𝜔𝑐𝑐𝑑𝑑 . The system operated for 5 
minutes (100 periods) and the worst periods are selected in both cases. The results 
are shown in Figure 25 and Figure 26. As it was anticipated from Figure 15, the 
performance of DMBDO is a little bit better than that of IMBDO. 
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Figure 23 

The length of the sample period 

Finally, the case of 𝑢𝑢𝑚𝑚 = 40%  is measured as shown in Fig. 25 and Fig. 26.  
The Stribeck effect (as a time shifted signal) is clearly seen again. The zero-crossing 
is plotted in Figure 29. Similarly to Figure 15, the delay of the movement is shorter 
and the amplitude of oscillation is smaller in the case of DMBDO, 𝜔𝜔𝑐𝑐𝑑𝑑 . 

 
Figure 24 

Distribution of length of the sampling periods 

The theory of the direct disturbance observer and inverse disturbance observer is 
usually developed in continuous time because they are based on a mathematical 
model describing the behavior of the system over time. But the real implementation 
of the method is usually performed in discrete time because most real-world systems 
are controlled using digital controllers operating on discrete-time signals. 

5 Control Code Robustness Analysis 
IMBDO and DMBDO have a low sensitivity to the variations in the parameters of 
the controller plant and disturbance as a robust control method. Since the input 
signal 𝑢𝑢 is determined by a relay it is pulse width modulated. The mean value of the 
torque 𝑢𝑢 can be influenced by changing the duty ratio. The reason for the robustness 
is that the switching frequency of the torque reference signal is 500 Hz.  
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The response of the system to a change in load can be less than 2 ms. Let us compare 
the sampling time with the system time constant. According to the motor data sheet, 
the mechanical time constant is 𝑇𝑇𝑚𝑚 = 23 𝑚𝑚𝑠𝑠, which is an order of magnitude larger 
than the sampling time, so that the controller can react faster than the change would 
appear in the motion state. The other important question is how long it takes for the 
digitally calculated input signal 𝑢𝑢 to convert to physical torque. The non-modeled 
dynamics of the armature coil and current control loop, which can be characterized 
by the electric time constant 𝑇𝑇𝑒𝑒 = 0.1 𝑚𝑚𝑠𝑠, plays a decisive role in this. It can be 
stated that the input signal used in our model changes at least one order of magnitude 
faster than the sampling time. Comparing Fig. 19 to Figure 20 and Figure 27 to 
Figure 28, it can be seen that there is no significant difference between the ideal 
𝜔𝜔𝑠𝑠𝑑𝑑 , the compensated 𝜔𝜔𝑐𝑐𝑠𝑠  and 𝜔𝜔𝑐𝑐𝑑𝑑  velocity signals if the actual sampling periods 
are close to 𝑇𝑇𝑠𝑠 = 2𝑚𝑚𝑠𝑠. 

 
Figure 25 

Velocities of IMBDO (umax=20%) 

 
Figure 26 

Velocities of DMBDO (umax=20%) 
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Table 3 

Comparison of time constants of the system 

Times 
Actuator 
delay 

Sampling 
time 

Dominant time 
constant 

𝑇𝑇𝑒𝑒 = 0.1 𝑚𝑚𝑠𝑠 𝑇𝑇𝑠𝑠 = 2 𝑚𝑚𝑠𝑠 𝑇𝑇𝑛𝑛 = 23 𝑚𝑚𝑠𝑠 

 
Figure 27 

Velocities of IMBDO (umax=40%) 

 
Figure 28 

Velocities of DMBDO (umax=40%) 
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Figure 29 

Zero-crossing of DMBDO and IMDBO (umax=40%) 

Conclusion 

A discrete time Inverse Model Based Disturbance Observer (IMBDO) and a Direct 
Model Based Disturbance Observer (DMBDO) are implemented as a simplified, 
non-real-time controller-based servo system. The performance of the two types of 
disturbance observers is compared by simulation and experiments. The DMBDO 
has some advantages to IMBDO in this particular, servo control application.  
The implementation of DMBDO is simpler since the filter is not needed, in case of 
model inversion. The design is easier and the resulting controller code is also 
simpler and more robust. Case of practical code implementation the execution time 
of the controller (also the computational complexity of the) algorithm is shorter, 
which can be important in case of low cost (i.e. microcontroller) applications. 
DMBDO can respond faster to the sudden change of the disturbance and it is less 
sensitive to non-equidistant sampling. It means it can be used in a non real-time 
environment, as especially in the education system. 
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