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Abstract: This paper presents a new adaptive rotor flux observer with both speed and rotor 
and stator resistance identification. The proposed solution , which is based on a full-order 
Luenberger observer, guarantees a perfect reconstruction of state variables while reducing 
the drive system complexity. By using the Lyapunov's direct method, the gain-scheduled of 
the suggested observer can be achieved by solving four bilinear matrix inequalities using 
the LMI Toolbox of MATLAB. To overcome the problem of parametric variation of 
induction machine, a tracking-parameter mechanism is used. To validate the effectiveness 
and robustness of the proposed solution, some simulation results are provided. 
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1 Introduction 

The three-phase squirrel-cage induction machine driven by static converters is the 
most used in high-performance industrial applications. It currently occupies an 
important place in rotating electrical machines market thanks to its robustness, 
simplicity, low-cost manufacturing and high specific power. 

Nowadays, as a consequence of the important progress realized in the technology 
of microcontrollers and electronic power switches, it is possible to realize variable 
speed drives using vector control based on complex algorithms while taking into 
account the difficulties related to the nonlinearities of the induction machine. The 
vector control introduced by Blaschke [1] has improved the performances of the 
induction machine so that it provided performances similar to the DC machine. In 
the literature, there are two main techniques of field-oriented control: direct and 
indirect orientation [2]-[5]. Both techniques require an online recognition of the 
state variables. This involves finding software solutions to reconstruct the 
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immeasurable variables such as rotor or stator flux and even measurable variables 
such as rotation speed to improve the reliability and robustness of the control 
schemas. 

In the literature, several solutions based on the model of induction machines 
provide an estimate of the flux vector [6]-[8].These techniques are highly sensitive 
to parametric variations [9]. This imposes the search for methods to reduce the 
influence of these disturbances on the stability and efficiency of both state 
estimation and control algorithm of induction machines. In this context we 
propose a solution derived from the theory of Lyapunov which ensures the online 
adaptation of the rotor and stator resistances of the induction machine. 

Direct measurement of mechanical speed by using an optical tachometer or a 
shaft-mounted encoder greatly increases the cost and reduces the reliability. 
However, even if a speed sensor is used, we can envisage a control strategy 
capable of tolerating sensor failure. In the last two decades, several techniques 
have been employed for speed sensor emulation. Rotor speed estimation 
techniques can be mainly classified into three methods; the first technique is based 
on the injection of high frequency signals to track the mechanical speed [10], [11]. 
The second technique is based on Kalman filter for rotor speed tracking [12]. The 
third technique is based on adaptive mechanisms hence its name [13]. 

The present article is organized as follows: In section 2, the model of induction 
motor will be defined. Section 3 is devoted to developing the adaptive full-order 
observer on the one hand and to present online parameters and speed tracking 
mechanisms on the other. Improving performance and robustness of the proposed 
observer is established in section 4. In section 5 we present the online procedure 
for efficiency optimization of induction motor. The validation of the proposed 
solution as well as the discussion of the results are carried out in section 6. Finally, 
a conclusion will be provided. 

2 Induction Machine Modeling 

The dynamics of the induction machine is defined by the following equation  

 r s

s

x A A x Bv

i Cx
   





       (1) 

The time derivative of stator flux in a stationary reference frame is given as 
follows 

s s s sv R i    (2) 
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We deduce the rotor flux expressions (3) as a function of the stator flux and 
current 

1
T

r s sD i C x      (3) 

In the equations (1), (2) and (3), the following symbols are used: 
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Rs, Rr   : Stator and Rotor resistance  

Ls, Lr   : Stator and Rotor inductance 

M   : Mutual inductance 

λs, λr   : Space vector of stator and rotor flux 

is   : Space vector of the stator currents 

 2
1 / r sM L L    : Total leakage factor 

ωr   : Angular rotor speed 

p   : Number of pole pairs 

Equation (4) defines the electromagnetic torque in the stator reference frame. 

  3 / 2 r r s r sCe p M L i i       (4) 

3 The adaptive Flux Observer 

To reconstruct the state variables and to estimate the mechanical speed of the 
induction machine, a full-order observer is proposed and expressed in its simplest 
form as shown in the differential equation (5). The observer gain H appears to be 
obvious. The symbol ^ above a symbol denotes an estimate value of a parameter 
or a state variable. 
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   ˆ ˆ ˆ ˆˆ ˆr s s sx A A x Bv H i i      (5) 

Where Â A A   , B̂ B B    and Ĉ C C  
 

In this article, we focus only on the resistive uncertainty. The estimation error 
ˆe x x   is defined as the difference between real and estimated vectors. The 

dynamic of estimation error of the rotor flux is described by the following 
equation (6)  

  ˆ ˆr r s Rse A HC A e A x R A x             (6) 

Where 
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To ensure the asymptotic stability of the state estimation error, we consider the 
following quadratic Lyapunov function 

     2 2
1 2, , 2 / 2 /T

r s r sV e R e Pe R             (7) 

Where P is a positive-definite symmetric matrix, µ1 and µ2 two positive design 
constants. 

The time derivative of V  is: 
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After some calculation, equation (8) becomes 
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Where V1 and V2 are given by the following equations 
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              (11) 

We consider the variation dynamic of the speed as slower than the error estimation 
dynamic on the mechanical speed ( 0r  ). The same conditions apply to the 

dynamic of stator resistance variation and its error estimation dynamic ( 0sR  ). 
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By nullifying the sum of V1 and V2, the relationship between the state error 
estimation and the dynamics of both speed and stator resistance estimation can be 
expressed as follows  

1

ˆ2
ˆ ˆT T Trd
x A Pe e PA x

dt  
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
                                (12) 
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The first and second terms on the right-hand side of both equations (12) and (13) 
are scalars; the adaptive law of estimation of the rotor speed and stator resistance 
can be set in the following equation 
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                       (14) 

If (14) holds and the gain matrix, H, is set in order that the time derivative of 
Lyapunov equation (9) is nonpositive, this means that the estimation error 
converges to zero and the observer tracks the real system. In the proposed 
solution, a PI regulator is used instead of the integral controller (14) to improve 
the performances of the speed and stator resistance estimators. The adaptation 
lows of the rotor speed and stator resistance are defined respectively by following 
equations (15) and (16) 

    ˆ ˆ ˆT T
r pv ivK e PA x K e PA x dt                    (15) 

   ˆ ˆ ˆT T
s pRs Rs iRs RsR K e PA x K e PA x dt                  (16) 

Where Kpv, Kiv, KpRs and KiRs are positive design constants  

Based on the simplified thermic model of induction machine, and supposing that 
rotor and stator coils have almost the same temperature, an adaptive mechanism of 
rotor resistance will be described as follows 

     ˆ ˆ1 / / 1r r Rr Rs s sR R R R                                 (17) 

Rs: Temperature coefficient of stator resistance. 

Rr: Temperature coefficient of rotor resistance. 
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4 Observer Gain Calculation: Pole Placement in LMI 
Region 

To enhance the dynamic behavior of the proposed flux observer, a robust pole 
placement algorithm is proposed. The proposed solution uses LMI (Linear Matrix 
Inequalities) technique. It is suggested to ensure the matrix (A+ωrAω+HC) pole 
placement in specific LMI-regions. The latter is defined by the intersection 
between a circle centered at center (0,0) with radius (r) and the left half plan 
limited by a vertical line with the abscissa (-h) where h is positive constant 
(Figure 1). According to [14] and [15], the LMI formulation of the proposed set 
up is given by the following equation 

0
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                (18) 

With 

 P = PT > 0   And   Aeω = A +  ωrAω  

The bilinear matrix inequality (BMI) (18) can be transformed into LMIs with a 
change of variables R = PH as follows: 
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The matrix Aeω depends affinely on the rotation speed  1 2r r r   ; where Aeωi 

denotes the parameter values of Aeω at the vertices ωri of the parameter polytope. 
According [9] it is then possible to obtain the observer gain H if and only if there 
exist real positive matrices P = PT, R1 and R2 simultaneously satisfy the four 
following matrices inequalities: 

0
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e i e i i i

rP A P C R
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 1,2i                (20) 

The decision variables P, R1 and R2 can be synthetized numerically under LMI 
constraints of (20) by using the LMI Control Toolbox of Matlab. As a result, the 
observer sub-gain Hi can be calculated by the following equation 

1
i iH P R    1,2i                   (21) 
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The observer gain H for a given  1 2r r r    can be obtained by the 

interpolation between the two sub-gains H1 and H2, as given in the following 
equation 

     1 2 2 1

2 1

r r r r
r

r r

H H
H

   


 
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


                (22) 

Finally, the block diagram of the proposed Adaptive state observer of induction 
machine is shown in Figure 2. 
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Figure 1 

Proposed region 

 

Figure 2 

 Adaptive state observer of induction machine 
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5 Model-based Efficiency Optimization 

For maintenance reasons, some users prefer the use of electric motors of the same 
size. Almost half of the electric under-loaded engines operate at less than 40% of 
their rated loads [16]. This requires a revision of the strategy control in order to 
optimize the electrical energy losses. An energy analysis shows that the iron and 
copper losses represent over 80% of all losses in an induction motor [17]. To 
ensure the minimization of energy losses, in [18] we have proposed an adaptive 
flux control based on the research of optimal flux which corresponds to an 
operating speed and a load torque (23). 

4
q

rd
d

R
M kCe

R
                     (23)  

Where 

  21 /d s s s s cR R R L R  
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   22 / 3rk L pM  

6 Results 

To verify the proposed solution, a discrete Simulink model in Matlab® is built 
based on the control block diagram shown in Figure 3. The parameters of 
induction motor are shown in Table 1. The electric power devices including the 
voltage source inverter, the three-phase induction motor are emulated by 
Powergui. The adaptive observer and the vector control are programmed with a 10 
µs sample time. Figure 4 shows the system response to a step speed (500 rpm) 
under a load torque of 20 Nm, the motor takes 50 ms to reach its steady state. 
Figure 5 shows the developed electromagnetic torque during the starting phase as 
well as the stationary phase. The output signal of speed estimator block is used as 
a feedback for the speed closed loop regulation based on an Anti-Windup PI 
controller. To verify disturbance rejection on speed control, the load torque is 
increased by 50% at t=1.5 s (Figure 5). The proposed solution shows a good 
performance on the speed track (Figure 4), and disturbance rejection in the steady-
state. Indeed, the estimated speed converges correctly towards the actual speed. 

The three-phase inverter feeds the induction machine based on the control 
algorithm. In the startup phase, the control system ensures the magnetization of 
induction motor based on a specific magnetization algorithm. When the rotor flux 
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reaches the minimum level, the control system switches to the DFOC algorithm. 
The first transition lasts 10 ms; the second 240 ms, as illustrated in Figure 6. 

The output signal of the proposed rotor flux observer is re-injected into the input 
of rotor flux regulation block based on PI controller. The optimal rotor flux 
magnitude is computed by the Energy Optimization Algorithm block (EOA). At 
t=1 s, the drive system switches from a classical DFOC to a DFOC under optimal 
rotor flux; Figure 6 shows that the magnitude of reference rotor flux has  
decreased to 84% of its rated value. Figure 6 also shows the convergence of the 
estimated rotor flux to the actual value; a good tracking of the reference is 
successfully guaranteed by the controller. Due to the sensitivity of the EOA to the 
stator and rotor resistance variation, the estimator of stator and rotor resistances 
provides the actual value to the optimization algorithm. To verify the performance 
of the parameters’ tracking system, the actual values of stator and rotor resistances 
are increased by 20%. Figure 7 and Figure 8 show that the estimated values of 
rotor and stator resistance converge respectively to their real values. 
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Figure 3 

Block diagram of a speed Sensorless control system based on adaptive observer 

(AOE: Energy Optimization Algorithm) 
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Figure 4 

Simulated speed using the proposed speed adaptive scheme 
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Figure 5 

Torque response for step varying of load torque  

(Cr: load torque, Ce: electromagnetic torque) 
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Figure 6 

 The curve of real and estimated rotor flux 
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Figure 7 

The curve of the stator resistance variation 
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Figure 8 

The curve of the rotor resistance variation 

Table 1 

Induction machine parameters 

Symbol Quantity Rating values 

Rs Stator resistance 2.3  

Rr Rotor resistance 1.83  
Ls Stator inductance 0.261 H 
Lr Rotor inductance 0.261 H 
M Mutual inductance 0.245 H 
σ Leakage factor 0.134 
jm Moment of inertia 0.03 Kgm² 
f  Friction coefficient 0.001 

Un  Rated voltage 380 V  
In  Rated current 15.1 A 
Pn  Rated power  7 KW 
p Number of pole pair - 

Conclusion 

In this paper, a new Sensorless induction machine drive has been proposed and 
tested with simulation in the Matlab/Simulink environment. The proposed concept 
is based on DFOC and a robust flux observer. The observer gain is deduced from 
Lyapunov theory. To enhance the dynamic and static performances of the 
proposed observer, the pole placement technique has been used. The observer gain 
is obtained from solving linear matrix inequalities by using the LMI Toolbox of 
MATLAB®. Furthermore, the tracking of the actual value of rotor speed as well as 
stator and rotor resistances is ensured by a PI adaptive law deduced from 
Lyapunov theory. Along with the DFOC algorithm, an optimization strategy of the 
energy losses of the induction machine has been introduced.The simulation results 
show the high static and dynamic perfermances. 
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