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Abstract: Technological progress, responsible for the declining costs of computers, coupled 
with the advancement of computer adaptive software have promoted computer adaptive 
testing (CAT) in higher education, offering alternatives to the conventional paper and 
pencil examinations. The CAT testing process, statistically conducted through Item 
Response Theory, is able to react to the individual examinee, keeping examinees on target 
with test items of an appropriate level of difficulty. The basic goal of adaptive computer 
tests is to ensure the examinee is supplied questions that are challenging enough for them 
but not too difficult, which would lead to frustration and confusion. The paper presents a 
CAT system realized in MATLAB along with its development steps. The application can run 
from a Matlab command window, or it is possible to make a stand-alone application that 
does not require the installation of Matlab. The questions are written in a .txt file. This 
allows the examiner to easily modify and extend the question database, without specific 
knowledge of the syntax of any programming language. The only requirement is for the 
examiner (but it is only required) to follow a pre-determined format of question writing. 
The program enables the testing of student knowledge in C++. 
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1 Introduction 
Testing is one of the most common ways of knowledge testing. The main goal of 
testing is to determine the level of a student’s knowledge of one or more subject 
areas in which knowledge is checked. Different methods of knowledge 
evaluations are in use, such as in-class presentations, writing essays, projects, etc. 
However, the most common “tool” that is used to test knowledge is the test and 
oral exam. Since the computer as a teaching tool has been in use more and more in 
recent decades, and since its use has spread to all levels of education, the 
computer-based test has become very popular. 

Out of all testing methods available today, computer adaptive testing provides the 
maximal balance of accuracy and efficiency. Over the past few decades, CAT has 
been used extensively in the areas of education, certification, and licensure [3]. 
This paper presents a computer adaptive test that was realized with the software 
package Matlab. The application was done in Matlab based on the program code 
that can be found at the web address [6]. The original code presents a computer 
adaptive test for GRE (Graduate Record Exam) and enables questions of the 
following types: analogy, antonym, and fill in the blanks. It was modified to allow 
for testing of the basic concepts of C++ in the form of multiple choice questions. 

The remainder of this paper is organized as follows: Section 2 briefly reviews the 
theoretical basis of computerized adaptive tests, along with its benefits and 
drawbacks. Some basic concepts of Item Response Theory are presented in 
Section 3, as this is the theoretical foundation behind CAT. Section 4 gives a 
description of the application. Finally, some future research topics are suggested 
in Section 5. 

2 Theoretical Basis of Computerized Adaptive Tests 
CAT (Computerized Adaptive Testing) is a type of test developed to increase the 
efficiency of estimating the examinee’s knowledge. This is achieved by adjusting 
the questions to the examinee based on his previous answers (therefore often 
referred to as tailored testing) during the test duration. The degree of difficulty of 
the subsequent question is chosen in a way so that the new question is neither too 
hard, nor too easy for the examinee. More precisely, a question is chosen for 
which it is estimated, with a probability of 50% that the examinee would answer 
correctly. Of course, the first question cannot be selected in this way because at 
this point nothing is known about the examinee's capabilities (a question of 
medium difficulty is chosen), but the selection of the second question can be 
better adapted to each examinee. With every following answered question, the 
computer is increasingly better able to evaluate examinee’s knowledge. 
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Some benefits of the CAT are [9] as follows: (a) Tests are given “on demand” and 
scores are available immediately, (b) Neither answer sheets nor trained test 
administrators are needed. Test administrator differences are eliminated as a factor 
in measurement error. (c) Tests are individually paced so that an examinee does 
not have to wait for others to finish before going on to the next section. Self-paced 
administration also offers extra time for examinees that need it, potentially 
reducing one source of test anxiety. (d) Test security may be increased because 
hard copy test booklets are never compromised. (e) Computerized testing offers a 
number of options for timing and formatting. Therefore it has the potential to 
accommodate a wider range of item types. (f) Significantly less time is needed to 
administer CATs than fixed-item tests since fewer items are needed to achieve 
acceptable accuracy. CATs can reduce testing time by more than 50% while 
maintaining the same level of reliability. Shorter testing times also reduce fatigue, 
a factor that can significantly affect an examinee's test results. (g) CATs can 
provide accurate scores over a wide range of abilities while traditional tests are 
usually most accurate for average examinees. 

Despite the above advantages, computer adaptive tests have numerous limitations, 
and they raise several technical and procedural issues [9]: (a) CATs are not 
applicable for all subjects and skills. Most CATs are based on an item-response 
theory model, yet item response theory is not applicable to all skills and item 
types. (b) Hardware limitations may restrict the types of items that can be 
administered by computer. Items involving detailed art work and graphs or 
extensive reading passages, for example, may be hard to present. (c) CATs require 
careful item calibration. The item parameters used in a paper and pencil testing 
may not hold with a computer adaptive test. (d) CATs are only manageable if a 
facility has enough computers for a large number of examinees and the examinees 
are at least partially computer-literate. This can be a great limitation. (e) The test 
administration procedures are different. This may cause problems for some 
examinees. (f) With each examinee receiving a different set of questions, there can 
be perceived inequities. (g) Examinees are not usually permitted to go back and 
change answers. A clever examinee could intentionally miss initial questions. The 
CAT program would then assume low ability and select a series of easy questions. 
The examinee could then go back and change the answers, getting them all right. 
The result could be 100% correct answers which would result in the examinee's 
estimated ability being the highest ability level. 

The CAT algorithm is usually an iterative process with the following steps: 
1 All the items that have not yet been administered are evaluated to 

determine which will be the best one to administer next given the 
currently estimated ability level 

2 The “best” next item is administered and the examinee responds 
3 A new ability estimate is computed based on the responses to all of the 

administered items. 
4 Steps 1 through 3 are repeated until a stopping criterion is met. 
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The flowchart below serves as an illustration of the CAT algorithm. 

Stopping rule 
satisfied?

Initial item presented

Evaluate response

Compute ability estimate

Compute final score

Choose and present next 
item

True

False

 
Figure 1 

Illustration of the CAT algorithm 

Several different methods can be used to compute the statistics needed in each of 
these three steps, one of them is Item Response Theory (IRT). IRT is a family of 
mathematical models that describe how people interact with test items [2]. 

According to the theory of item response, the most important aim of administering 
a test to an examinee is to place the given candidate on the ability scale [5]. If it is 
possible to measure the ability for every student who takes the test, two targets 
have already been met. On the one hand, evaluation of the candidate happens 
based on how much underlying ability they have. On the other hand, it is possible 
to compare examinees for purposes of assigning grades, awarding scholarships, 
etc. 

The test that is implemented to determine the unknown hidden feature will contain 
N items, and they all measure some aspect of the trait. After taking the test, the 
person taking the test responds to all N items, with the scoring happening 
dichotomously. This will bring a score of either a 1 or a 0 for each item in the test. 
Generally, this item score of 1 or 0 is called the examinee’s item response. 
Consequently, the list of 1’s and 0’s for the N items comprises the examinee’s 
item response vector. The item response vector and the known item parameters are 
used to calculate an estimate of the examinee’s unknown ability parameter. 
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According to the item response theory, maximum likelihood procedures are 
applied to make the calculation of the examinee’s estimated ability. Similarly to 
item parameter estimation, the afore-mentioned procedure is iterative in nature. It 
sets out with some a priori value for the ability of the examinee and the known 
values of the item parameters. The next step is implementing these values to 
compute the likelihood of accurate answers to each item for the given person. This 
is followed by an adjustment to the ability estimate that was obtained, which will 
in turn improve the correspondence between the computed probabilities and the 
examinee’s item response vector. The process is repeated until it results in an 
adjustment that is small enough to make the change in the estimated ability 
negligible. The result is an estimate of the examinee’s ability parameter. This 
process is repeated separately for each person taking the test. Nonetheless, it must 
be pointed out that the basis of this process is that the approach considers each 
examinee separately. Thus, the basic problem is how the ability of a single 
examinee can be estimated. 

The estimation equation used is shown below: 
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where: sθ̂  is the estimated ability of the examinee within iteration s, ai is the 
discrimination parameter of item i, i = 1, 2,... .N. 

• ui is the response made by the examinee to item i: ui = 1 for a correct 
response, ui = 0 for an incorrect response. 

• Pi( sθ̂ ) is the probability of correct response to item i, under the given item 

characteristic curve model, at ability level θ̂ within iteration s. 

• Qi( sθ̂ )=1 -Pi( sθ̂ ) is the probability of incorrect response to item i, under the 

given item characteristic curve model, at ability level θ̂  within iteration s. 

The CAT problems have been addressed before in the literature [1], [4], [5]. 

3 Computer Adaptive Tests Based on IRT 
For computer adaptive tests which implement IRT (Item Response Theory) a 
relatively large base of questions for a given task is developed and their 
informational functions are defined. A well-formed question bank for CATs 
contains questions that together provide information through a whole range of 
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properties (θ). The examinee starts the test with an initial estimate of theta (θ), 
which may be identical for each examinee, or it may be used as predefined 
information available on the candidate (e.g. results attained in other tests, marks or 
information from the professor). The question is administered on the basis of the 
initial theta estimate and immediately evaluated by the computer that generated 
the test. 

3.1 Question Selection 
With computer adaptive tests (CAT) based on IRT the subsequent question is 
selected on the basis of the examinee’s scored answers to all previously set 
questions. In the initial phase of CATs, though only the first or first two questions 
have been evaluated, the subsequent question is selected based on the rule of 
“step” – if the first question was answered correctly, the examinee’s previous theta 
estimate will be increased by some value (e.g. 0.50); while, if the first given 
answer was incorrect, the original theta estimate will be decreased by the same 
value. As the test continues, an answer sheet is generated which consists of at least 
one correct and one incorrect answer to the question, thus the MLE (Maximum 
Likelihood Estimation) is used to calculate the new theta estimate, which is based 
on all the answers that the examinee has given up to that point in the test [11]. 

After each processed question, the new theta estimate is used for selecting the next 
question. That question is an un-administered question from the question bank that 
provides the most information for the currently estimated theta value. Figures 2, 3, 
and 4 illustrate the “maximum information” questions selected in the computer 
adaptive test. Figure 2 presents information functions for 10 questions, for the 
initial theta estimate for a fictitious examinee (indicated by a vertical line). This 
value is presented at 0.0, which is the mean value of the theta scale. The values of 
information are calculated for all questions for that theta level. Figure 2 shows that 
Question 6 provides the most information of the 10 questions for theta = 0.0. 
Thus, Questions 6 is processed and evaluated [11]. 

 
Figure 2 

Information functions for the 10 questions [11] 
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Based on this score (incorrect answer, in this case), the new theta value is defined 
with a step 1.0, and thus now it is -1.0. Based on the rule of question selection 
with maximum information, Question 4 was selected (Figure 3) because at the 
given theta level it contains the most information, and it is evaluated. Given the 
assumption that the answer to Question 4 is correct, the MLE can be used for the 
new theta estimate. 

 
Figure 3 

Information functions for 9 questions [11] 

The result is theta = -0.50. Again, by selecting the question based on the (Figure 
4). The evaluation, theta estimation and question selection continues until the 
criterion for termination is not met [11]. 

 
Figure 4 

Information functions for 8 questions [11] 
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3.2 Termination of the Computer Adaptive Test 
One of the most important properties of these adaptive tests is the criterion of 
discontinuing the test may vary depending on different goals of the test. Some 
tests are used for selection or classification, e.g. whether the subject has managed 
the acquisition of a certain unit of the learning material, which student will be 
admitted for secondary school or university, or who will be chosen for a job. 
Other tests are used for counseling or clinical purposes. The goal of such tests is 
determine the abilities of the subjects as well as possible. In the context of 
adaptive tests, these two aims are realized by the two different rules of test 
termination. 

The aim of the classification is that the candidate’s results are compared with 
some cutoff value. The aim is to create the most precise classification. In order for 
this to be implemented in the context of computer adaptive tests, the theta estimate 
and its standard error measurement is used. The candidate is classified as above 
the cutoff value (expressed on the theta scale) if the theta estimate as well as its 
95% confidence interval (calculated as ± two standard error measurement) is 
above or beneath the cut score. As CAT can evaluate this decision after every 
processed question, the test can be terminated when this condition is met. The 
result of this test will be the sum of the classification made for the group of 
examinees where all will have a 5% error rate. The error rate can be controlled by 
the size of the SEM confidence interval around the theta estimate. 

When CATs are not used for classification, a different rule is applied for the 
termination of the test. In that case it is advisable to evaluate every examinee to 
the desired level of precision, which is determined in advance by the level of 
standard error measurement. 

This will results in the sum of “equally precise” evaluations, so that all examinees 
will have results which are equally precise, thus defining a new concept, “fair 
test”. In order to implement equally precise evaluation, CAT enables the user to 
specify the level of the SEM desired for every examinee. Assuming that the 
question bank contains enough questions correctly spread along the theta scale and 
it is possible to continue the test long enough for the examinee, this goal will be 
realized if the test is terminated when the given SEM level is achieved [11]. 

3.3 Development of a CAT 
According to [3] the final pool of items should consist of approximately five to ten 
times the number of items that an examinee will eventually see when taking the 
test. Thus, for a 30-item test, an item bank of 150-300 quality items is highly 
recommended. Item writing, in and of itself, is a tedious and rigorous process. 
Developing the initial set of items that will eventually be reduced through the 
analysis process is a major undertaking, as upwards of 400 items may be needed 
in order to get to a final pool of 150-300 items. 
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Once the initial item pool is established, data is collected on each item. IRT 
analyses typically require at least 300 data points for each item, with 500 being 
preferred. Since it is not advisable to attempt to get 300 people to complete all 
items in the initial item pool, often the items have to be split into sub-pools small 
enough to collect accurate data. 

With a sufficient sample size of examinees, the item parameters (discrimination, 
difficulty, and guessing) can be estimated. These parameters are used to determine 
which items will be retained in the final item pool, and which items will be 
revised or discarded. The final pool is then entered into the CAT system, which 
then creates optimal item selection paths for test takers. 

4 Description of the Application 
The program that can be found at the web address [6] presents a computer 
adaptive test and was modified to enable the testing of student knowledge in C++. 
The application can run from a Matlab command window, or it is possible to make 
a stand alone application that does not require the installation of Matlab. The 
MATLAB and Simulink product families are fundamental computational tools at 
the world's educational institutions. Adopted by more than 5000 universities and 
colleges, MathWorks products accelerate the pace of learning, teaching, and 
research in engineering and science. MathWorks products also help prepare 
students for careers in industry, where the tools are widely used for research and 
development [10]. Some examples of implementing Matlab as an educational tool 
can be found in [7], [8]. 

After starting the program the main window is displayed as is the dialog box for 
entering basic data on the student (name, surname and index number). Pressing 
the Enter command button starts the test, as shown in Figure 5. 

 
Figure 5 

Startup screen 
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After pressing the button Pocetak testa (Start), the function pocetak_testa 
(test_start) is called and the visibility of objects that are no longer needed has to be 
set to “off” and the visibility of the edit control (for question displaying), option 
buttons (for showing multiple choices as answers) and patch object is set to “on”. 
Then the function final_test is called, which has two output parameters: an array 
with correct/incorrect answers (in this case 30) and the second parameter is an 
array which contains the time (given in seconds) that has elapsed since the student 
has given the answer for each questions. 

After registering for the test a new window opens with the first question. At all 
times the student can see on the screen which question the student is on, the total 
number of questions, the text of the question with multiple choice answers, as can 
be seen in Figure 6. At the bottom of the screen there is a progress bar which 
illustrates the progress of the student during the test. 

 
Figure 6 

Screenshot of a question 

function [ans_array,time_arr]=final_test         
[a b c t1]=ask_qn(1,1,grupa_pitanja,ones(4,4),1);         
      ans_array = b;  
       time_arr = t1;         
end 
As shown, the next function that is called is the function ask_qn which has five 
input parameters and four output parameters. In the function ask_qn everything is 
handled in one for loop which is repeated as many times as there are questions 
(comm_arr). The first calculation is for the determination of the question’s 
difficulty that needs to be answered. 

The questions are divided based on their difficulty into three groups, easy, 
medium and difficult question (parameter question_set could be 1, 2 or 3). 

deciding_factor=ask_1; 
question_set=normalize_qno(question_set,deciding_factor,1,3); 
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At the beginning, the parameter question_set is 1 and also the parameter ask_1. 
The parameter ask_1 determines by how much to increase or decrease the 
parameter question_set. In this case, the test starts with a question of medium 
difficulty, which is assigned in test the results with number 2. If the student gives 
a correct answer to this question, the algorithm of the test passes to the first 
question in the group of difficult questions (assigned number 3), and if the answer 
given to the first question is incorrect then the group with easy questions is 
selected (assigned number 1). The questions are written in a txt file and they are 
invoked by calling the appropriate function in the program. This allows the 
examiner to easily modify and extend the question database, without knowledge 
of the syntax of any programming language; it is only required to follow a 
determined format of questions writing. 

Also, the type of question that will be selected as the next question is determined. 
In this test there is only one type of questions (MCQ), but it is also possible to set 
some other types of questions (analogy, antonym, fill in the blanks etc.). So, in 
this case the array com_arr(i) consists of only the ones. 

ask_1_char_type=question_type(com_arr(i)); 
ask_1_char_type = 'pitanja' 
function question_str=question_type(number) 
if(number==1) 
    question_str='pitanja'; 
end 
The next parameter that is necessary to obtain is question_status, which contains 
data in form of a matrix (question difficulty and the type of question). In the case 
of questions with a difficulty of level three and only one type of the question, it 
would be a 1-dimensional array initialized with the ones (1,3). After that the 
function ask is called: 
[ask_1 q_time]= 
=ask(ask_1_char_txt,question_status(com_arr(i),question_set))
; 
 
The first parameter of the function gives the information from which .txt file to 
read the questions, and the second parameter question_status 
(com_arr(i),question_set)) obtains the information from which line in the .txt file 
to start reading. The output parameters are placed in variables qn_time and 
ans_array: 
qn_time=[qn_time q_time]; 
ans_array=[ans_array ask_1]; 
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The next step is to start measuring the time that passes before the student selects 
any of the five given options as answer. The elapsed time is recorded in the 
variable q_time=[q_time toc]; there is verification whether the given answer is 
correct (if(taster==num_tline)) and if it is, the related variable is set to 1. 

      q_time=[q_time toc]; 
       if(taster==num_tline) 
             output_check=1; 
            end 
end 
Once the student has given answers to all questions, the program continues to run 
in the function pocetak_testa from the part where the function was called: 

[a b]=final_test; 

where a is the array with answers and b is the array with the time elapsed per each 
question. The final result is calculated with the call of the function totaling with 
the parameter a. 

total_marks=int2str(totaling(a)); 

After answering the last question, the examinee can see their results immediately 
on the screen. If the examinee selects the option to save the test results, the 
appropriate function parameters are called. From the text file can be seen the level 
of the question’s difficulty, whether or not the answer was correct or incorrect, 
and the time needed for answering each question (i.e. until pressing the command 
button Next question/Show results). 

 
Figure 7 

Test results view 
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Conclusions 

Computerized adaptive tests offer many advantages over conventional paper and 
pencil tests: efficiency in the form of reduced testing time; appropriate challenge 
for the individual examinee’s ability level; flexibility in arranging testing time and 
location; the potential for the use of sophisticated dynamic graphics via the 
computer; immediate scoring; the potential for the synchronous collection of data 
during testing and so on [12]. 

This paper reports on the use of a computer adaptive test for examining a student’s 
knowledge in C++. The motivation behind this work was to investigate techniques 
for the improvement of student assessment. Future work will involve the further 
analysis of the test statistics and the improvement of the classification of questions 
based on the student's test results. 
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