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Abstract: The contribution deals with a problem of creation of multidimensional data classes 
by cluster analysis. It presents methods of hierarchical and non-hierarchical clustering to 
create the clusters of similar objects. It describes experience and results obtained during the 
clustering of multidimensional data which described real status of respondents from a 
coronary heart disease point of view. 
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 1 Introduction 
 
Decomposition of an input set of objects into definite system of classes is the result 
of a classification process. This paper deals with the methods of cluster analysis 
which are one of many applications of the classification process.  
 
Cluster analysis is defined [1, 3] as a general logical approach formulated as a 
procedure that groups the objects into classes - clusters. Clustering is based on the 
similarity and the unsimilarity of the objects. Cluster analysis achieves correct results 
mainly in situations where the researched set of objects separates into the classes 
really; e.g. the objets have tendency to group into natural classes. Creation of classes 
causes a radical dimension reduction of work because one characteristic substitutes 
the subset of objects. This characteristic expresses the competence into the class 
defined this way. Cluster analysis formalises and generalises well-known procedure 
used at the multicriterial classification in daily life. 
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2  Basis Problems of Cluster analysis  
 

One of the basic problems of cluster analysis is the conception of the mutual 
similarity among the objects and its quantitative expression. The commonest way to 
express this similarity is through the metrics. 
Because the objects are characterised by m-dimensional vectors that are the points of 
m-dimensional Euclidean space, it is possible to use Euclidean distance as a measure 
of the similarity. The shorter distance between objects in the space, the more similar 
objects are. Besides Euclidean metrics there are also another metrics suitable for 
judging of the mutual similarity between the objects, e.g. Sokal metrics, Minkowski 
metrics, sup-metrics (Manhattan), etc. [4]. 
 

Let and )...,,,( 21 mxxx=x )...,,,( 21 myyy=y  be two objects 
characterised by m-dimensional vectors. The coefficients of their similarity are 
evaluated by following formulas of metrics mentioned before: 
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 - Sokal metrics   
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 - Minkowski metrics 
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 - Sup-metrics  
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 - Chebychev metrics 
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3 Methods of Clustering  
  
There are many methods of clustering analysed in variety of scientific contributions. 
Methods are divided into two groups: hierarchical and non-hierarchical methods of 
cluster analysis [4]. 
 
The methods of hierarchical clustering create a system of mutually different 
non-empty subsets from the original set of objects where the intersection of each of 
two subsets is one of them or the empty set. Non-hierarchical clustering makes such 
a system of subsets from the set of objects where none of the intersections of each of 
two subsets belongs to that system. 
 
There are two main types of hierarchical clustering agglomerative and division 
based. Agglomerative methods can create a hierarchical system of decompositions of 
the set of objects by unifying the sets. At the beginning of clustering each object 
represents one cluster. On the other hand, division methods gradually divide already 
existing clusters. At the beginning of this clustering all objects represent one cluster 
and at the end each object already belongs to separate cluster. 
 
The unifying or dividing of clusters depends on values of coefficients of unsimilarity 
of two μ-coherent clusters. The distance between compared clusters expresses it. 
 
 
4 Cluster Similarity Coefficients  
 

The cluster  is μ -coherent with the cluster  for the defined μ if there is such a 

sequence of the clusters 
xA yA

1,...,,, 21 >== mAAAAA ymx  where 

( ) μ≤+1, kk AAD  for 1...,,2,1 −= mk . ( )ji AAD ,  is the value of similarity 

of the clusters  and  and  μ  is the clustering threshold. iA jA
 

Let  and be two groups of clusters creating two μ 
-coherent clusters. There are many methods for the calculation of similarity 
coefficients 
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, where Q  is any cluster of the 
decomposition, which gets to the next decomposition with no change. 
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Three methods are of interest here: 
 

1. Method of the nearest neighbour  - coefficient  dnnD /
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2. Method of the farthest neighbour - coefficient  dfnD /
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3. Method of average similarity - coefficient  dagD /
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where LP ,  are the numbers of objects in the clusters P, L.  Symbol d signifies 

that any similarity coefficients of the objects can be used in the calculation of the 
similarity coefficients of clusters. 
 
5 Structure of Experiments for Realization of 
Clustering 
 
The mentioned methods of clustering were applied to the creation of the risk 
classes of coronary heart disease. The objects, respondents, were represented by 
seven dimensional vectors with risk factors of atherosclerotic vascular disease: 
sex, age, smoking, cholesterol, systolic blood pressure, diastolic blood pressure 
and body weight [6,8]. 

 
The input set contained multidimensional data of 107 respondents. The results 
from clustering were compared with results from the table of European society of 
cardiology of risk of coronary heart disease. The statistical data show five risk 
levels with percent change of a coronary event in the next 10 years: 

 



                                  Table 1  Risk levels 

5 - very high ... >     40 % 

4 - high ...  20-40 % 

3 - moderate ...  10-20% 

2 - mild ...  5-10 % 

1 - low ... <      5 % 
 

These risk levels are based on the risk function derived from the Framingham 
study [2]. Mentioned risk levels are derived from five risk factors: sex, age, 
smoking, systolic blood pressure and cholesterol. At the beginning each 
respondent was assigned the risk level according to the Table 1. This was 
important for the comparing of risk classes obtained by clustering. 

 
Different threshold values were used to terminate the clustering process for each 
similarity coefficient. The results were compared with the actual distribution of the 
input vectors into risk classes. The results were compared with real risk level 
obtained from Table 1. 

 
Table 2   Results of risk classes created by agglomerative clustering  
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Dag/E 93 86.9 14 13.1 0 0 0 0 
Dag/S 87 78.5 19 17.8 1 0.9 0 0 
Dag/∞ 89 83.2 18 16.8 0 0 0 0 
Dnn/E 85 79.4 22 20.6 0 0 0 0 
Dnf/E 88 82.2 19 17.8 0 0 0 0 

 
Conclusion  
 
The results from the clustering calculations show a loss of resolution inherent in 
the creation of clusters. Members of the statistical population will migrate to 
clusters with “wrong” class characteristics. It is important to note that the 
clustering effected did not lose move accuracy than a class difference of value 1. 
The choice of suitable metrics, similarity coefficients of objects and clusters is 
important. This should if possible, reflect the distribution of the dominant 



characterising factors. 
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